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How to Use the Evaluation Guide

Quick Reference to the Evaluation Process

Beginning the Evaluation Process

* Are you completely new to evaluation? Chapter 1
* Do you need an introduction to evaluation? Chapter 1
* Do you need help in determining the purpose of your evaluation? Chapter 2 and 3
 Are you unsure of how to develop support or capacity for evaluation within your
organization? Chapter 2
* Do you want guidance in creating an evaluation plan? Chapter 3
* Do you need help in using the Logic Model to integrate evaluation throughout
your program? Chapter 3
* Do you need help in reviewing your program goals and objectives? Chapter 3
* Do you need guidance in selecting appropriate evaluation tools? Chapter 4 and 6
Managing the Evaluation Process
* Do you need support for managing the evaluation process? Chapter 4
 Are you unsure of how to develop support or capacity for evaluation within your
organization? Chapter 2
* Do you need help in using the Logic Model to integrate evaluation throughout
your programs? Chapter 3
* Do you need to work with an outside contractor? Chapter 4
* Are you looking for detailed descriptions of evaluation tools? Chapter 6

* Are you wondering how to reach coherent conclusions based on evaluation results? | Chapter 5

Interpreting, Reporting, and Using Evaluation Results
* Do you need support for collecting and analyzing evaluation data? Chapter 5
* Are you wondering how to reach coherent conclusions based on evaluation results? | Chapter 5

* Do you need help in developing strong recommended actions based on evaluation
results? Chapter 5

* Are you ready to communicate evaluation results and recommendations to various
audiences? Chapter 5

* Are you wondering how to make your evaluation results useful? Chapter 5

* Do you know how to monitor changes that follow from the use of evaluation results? | Chapter 5
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How to Use the Evaluation Guide (continued)

Quick Reference by Program Stage

Evaluation for New Programs (Planning or Pilot Testing Stage) Planning
R . Evaluation*
¢ Is this a new program?

* Do you need some good ideas for a new program?

* Are you wondering what kind of program would best serve a target audience?
* Are you wondering what kind of information your audience needs?

* Do you want to pilot test a new program idea on a target audience?

* Do you want to pilot test an existing program with a new audience or in a new area?

Evaluation for Existing Programs (Implementation/Delivery Stage) Formative

! e ) . aluation**
* Does your existing program have a problem that you can’t solve? Evaluation
 Are you wondering who is participating in an existing program?

* Are you wondering what level of service 1s being provided by an existing program?

* Are you wondering about the results of a preliminary round of your program, say,
after the completion of one event or training class?

* Has your program just been modified and you want to know how those
modifications are working?

 Has your program just been adapted for a new audience, a new setting, a new problem,
or a new behavior?

* Do you want to CVLI]U;II'.C t}lC progress of an Ollg()il]g pl'()gl’ﬂll]?

Evaluation for Long-Term Programs (Ongoing/Results Stage) Summative
. - o ? Evaluation***
* Do you have an ongoing program?

* Do you want to evaluate the outcomes or impacts of an ongoing program?

* Are you wondering how well an ongoing program is meeting objectives?

Evaluation for Completed Programs (Results Stage) Summative

. 5 Evaluation***

* Is your program complete?

* Are you wondering if your program is achieving the desired results?

* Have you measured the long-term impacts of your program and the progress in
meeting the ultimate goal?

* See Chapter 1 for a discussion of planning, formative, and summative evaluation types.
** See Chapter 3 to plan the evaluation (especially the Logic Model).

***% See Chapter 4 to select tools according to program stage (especially Table 4.4 and 4.5).
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What is Evaluation?

Evaluation Defined

Evaluation is the systematic collection and scrutiny
of information about the activities, characteristics,
and outcomes of programs to make judgments about
the program, improve program effectiveness, and/or
inform decisions about future programming. As it
relates to program management, evaluation involves
the collection of data that is then transformed into
useful results to inform decisions. It is important to
extract the “lessons learned” from experiences so
that you can develop solutions to program or
organizational problems.

Evaluation can help you determine how well a
program is working or whether the results of the
program are meeting certain criteria. Evaluation can
also be used to gather information to help design
and improve programs. In the long run, the
evaluation effort will help to improve program
operations and outcomes.

The general goal of most evaluations is to provide
useful feedback to a variety of audiences, including
program staft members, organizational administrators,
program participants, sponsors, and other stakeholders.
Feedback is considered most useful when it informs
decisions pertaining to program improvements,
budget, future program design choices, or long-term
policy directions.

To perform a systematic evaluation of an aquatic
education program, think about your program
participants: Who are they, and what do you want
them to accomplish as a result of your program? What
questions do you want answered by the evaluation?
Through the evaluation process, you will decide

what information you need to answer those questions.

For example, if you are evaluating a teacher training
program, you may want to know how teachers are
using the materials and what students are learning.
You can collect this information with various
evaluation tools, such as teacher surveys, classroom
observations, or assessments of critical thinking skills.

L___"‘x. /"«-—-

You also need to think about how evaluation can be
integrated throughout the many stages of your aquatic
education program, from design to completion. For
example, to find out about your audience before
designing a “Teen Fishing” program, you can meet
with a group of teenagers to gather information about
their knowledge levels and previous experience, as
well as to identify key motivating factors for their
involvement in fishing.

This guide will help you work through all of the
steps of evaluation! Evaluation includes a broad
spectrum of activities involved in collecting data
and transforming it into useful results. The guide
explores the various evaluation approaches that can
be used with aquatic and natural resource education
and outreach programs of all types.

Benefits of Program Evaluation

Before we begin to describe the evaluation process
and tools, let’s address why you might want to
evaluate. In case you, or your supervisors, are not
convinced of the potential value of evaluation for
your aquatic education programs, this information —
along with the information in Chapter 2 — will help
you see the value and benetfits of evaluation.

Evaluation can determine if a program is meeting
its objectives, distinguish the program’s outcomes
and impacts, and provide concrete information for
program improvement.

You can expect the results of your program
evaluation to help you:

* Improve program design, implementation, and
effectiveness: With evaluation, you can say with
confidence that the proposed program changes are
based on an unbiased evaluation of actual results
and outcomes.

* Demonstrate your program’s support of the
organization’s mission: With good evaluation
results in hand, administrators will better understand
your program’s ability to support the organization’s
mission.
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* Justify the costs of your program: Only by
thorough evaluation and cost-benefit analysis can
you make the case of your program’s value and
challenge budget cuts to it.

Determine program strengths and
weaknesses: Evaluation shows you how well you
are meeting objectives and the areas that need
improvement, so that you can make modifications
to improve or retool the program.

Measure and explain program performance,
outcomes, and impacts: With your evaluation
results in hand, you can explain the program’s
results (target audience knowledge, attitudes, or
behaviors) and impacts (e.g., on natural resources).

* Reveal program successes to supporters,
funders, and stakeholders: Evaluation will
generate the evidence you need to gain more
support for the program.

Case Study: Documenting Results in Delaware

An example of overall evaluation benefits

* Validate or discover effective programming
methods: Evaluation of existing aquatic education
programs provides information and ideas for future
programming strategies.

* Share information about what works with
colleagues and similar organizations: Valuable
information about program effectiveness can be
shared with other public and private organizations.
The program can serve as a model for
organizations in similar situations.

In summary, programs that incorporate evaluation are

enhanced by unbiased information about their design

or performance. Evaluation can provide evidence
that a program is effective, and demonstrate positive
outcomes to funding organizations, administrators,
and the community. Evaluation helps improve program
effectiveness and creates opportunities to share
unbiased information with partner organizations.

Delaware manages a statewide Adopt-A-Wetland program that links community groups with local wetlands. The aquatic education staff
provides training workshops, technical support, and loaner kits for carrying out activities. A recent annual mailed survey of 32 Adopt-A-

Wetland groups showed that, in the previous year, the groups:

¢ had made a total of 872 site visits, with an average 2.5 hours per visit

e had involved 7,695 participants

¢ had spent their time on a variety of activities to improve and enjoy their wetlands:

- educational activities (53 percent)

- clean-up activities (46 percent)

- recreational activities (38 percent)

- biological surveys (17 percent)

- wildlife projects (12 percent)

- water testing (7 percent)

- restoration planting projects (2 percent)

The agency does a survey every year to document both the level of involvement of citizen groups and the actions they have taken to

protect and restore their local wetlands.
Source: Gary Kreamer, Delaware Division of Fish and Wildlife

The Evaluation Cycle

There are steps involved in any evaluation process. Each
time you move through the evaluation cycle, you end
up at the beginning again. There you start over by
asking the next set of important questions that will
guide the success of your aquatic education programs.

The main idea here is that evaluation is a repetitive
teedback cycle, with learning taking place through
each repetition. Evaluation can begin at any point
in the cycle, depending on the stage of the program
and the existing evaluation practices.
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Create a
P Climate for
Evaluation
Analyze Data, (Chapter 2)
Communicate,
Use, and
Monitor Results
(Chapter 5)
} Develop an
Evaluation Plan
(Chapter 3)
Design and
Manage the
Evaluation
(Chapter 4)

Create a Climate for Evaluation (Chapter 2): As you
begin to determine the purpose of the evaluation, you
will also want to build support for the evaluation
within your organization. What information is needed
from the evaluation to update and improve the
program? What information do you need to collect
to build support for your program? How does your
program support the organizational mission? How
might the evaluation results influence decisions in the
organization? Chapter 2 provides ideas to create a
welcoming climate for evaluation in your organization.

Develop an Evaluation Plan (Chapter 3): The next
stage in the evaluation process is to plan the
evaluation, including the development of processes
to understand your target audience, the development
of meaningful program objectives, and the selection
of appropriate indicators to answer your evaluation
questions. Of special importance to evaluation
planning is use of the Logic Model framework to
understand program design and outcomes/impacts.
The Logic Model, featured in Chapter 3, allows you
to integrate evaluation throughout the life of your
program.

Design and Manage the Evaluation (Chapter 4):
Once you have an evaluation plan in place, you can
begin to manage the evaluation, including the
selection of evaluation tools and working with
evaluation contractors who can provide critical
evaluation support to your program.

Analyze Data, Communicate, Use, and Monitor
Results (Chapter 5): Once you collect all of the data,
you can develop feedback on your program for
interested stakeholders. Chapter 5 describes the
process of analyzing data collected during your
evaluation and working with statisticians or analysts
to obtain the information you need from this data.
More importantly, Chapter 5 discusses how to develop
coherent conclusions and policy recommendations

and communicate your evaluation results to key
evaluation audiences. The evaluation results should
be used both for program improvement and for
organizational growth. Finally, you will monitor
implementation of results based on the recommended
actions from the evaluation. As you monitor the
program and implement policy improvements, you
will see the full benefits of your evaluation. Then
you can start asking new questions as the evaluation
cycle begins again.

Evaluation Basics

There are many different types of evaluation — a
different type for each different step of program
development and implementation. Evaluation can be
integrated throughout the life of a program, or added
at any stage in the program.

Planning, Formative, and Summative Evaluation

There are three major types of evaluation:
Planning, Formative, and Summative.You can
think of planning evaluation as what takes place before
the program is designed, formative evaluation as
what provides information to improve the program,
and summative evaluation as what measures the
effects of the program.The planning, formative, and
summative evaluation approaches will reflect the
evaluation’s purpose, the program needs, and the
evaluation questions to be answered.

Planning Evaluation asks “What is needed?”

Planning evaluation collects input and develops
guidance before and during the design of an
educational program. Planning evaluation considers
program goals, objectives, strategies, and timelines.
Planning evaluation also:

asks whether the implementation plans are
appropriate, necessary, and/or feasible;

encourages program revisions before you are
committed to the implementation process and
allows program revisions if program development
begins to diverge from previous plans;

ensures that all team members, advisers, and
stakeholders share a common vision of the
program plan and of the evaluation plan;

establishes the groundwork for future formative
and summative evaluations by developing indicators
and benchmarks.
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term changes (intended or unintended) in
ecological, social, economic, or community
conditions.

e Cost-benefit analysis addresses questions of
program efficiency by measuring outcomes in
terms of their dollar costs and values.

Case Study: Redesign of a Watershed Education Program
An example of summative evaluation used to improve future programs

New Hampshire evaluated its Merrimack River Watershed Education Program, which was based on William Stapp’s model of students
testing water quality, analyzing data, and comparing results at a Student Congress. Teacher participation was dropping off, so the aquatic
education staff dedicated one person to individually interview 60 percent of the teachers. They learned that teachers:

e unanimously saw the program fitting in with state curriculum standards;

e needed more flexibility in both the testing activities and training opportunities;

e suggested expanding the Fall testing period and eliminating the Student Congress (it was too hard to take five students out of class
and get a substitute teacher);

¢ needed more support materials for the new parts of the curriculum;

e unanimously supported the organization’s effort to make a stronger connection between water quality and wildlife;

e agreed that using fish and wildlife as the link between water quality and land-use practices would help students gain a more
concrete understanding of cause-and-effect relationships in the watershed (this focus would also be excellent for teaching river
ecology and demonstrating the interdependence of living and non-living parts of the river ecosystem); and

e needed more opportunities for students to actively contribute to resource-related activities in the watershed — to improve actual
conditions for fish and wildlife.

The agency used the summative interview results and recommendations as feedback to reconfigure the program into three related but
independent modules that teachers can use with their students in local watersheds. Teachers were delighted with the redesign and now
tailor the program to fit their needs and constraints, while still helping the agency by teaching key concepts and skills related to watersheds
and fisheries habitat conservation.

Source: Laura Ryder, New Hampshire Fish and Game Department

1-5
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Case Study: Evaluating a Summer Teacher Training Course
An example of qualitative evaluation of knowledge and behavior outcomes

Vermont offers a week-long, 3-graduate credit summer teachers’ course, Fish and Wildlife Management for Educators, focusing on

terrestrial and aquatic ecology, fisheries management, wetlands, and socioeconomic issues affecting the state’s natural resources.

Besides the usual course satisfaction questionnaire, the agency mailed participants a survey with open-ended questions one month
after the course. Results included:

e What are the most important concepts you learned in the course?

e |mportance of forest and wildlife management, balancing societal and economic and ecological needs (34 percent).
e |mportance of habitats, land and biodiversity for wildlife (25 percent).

¢ Based on the course presentations, what do you think are the agency’s most important responsibilities?

e Fish and wildlife population and habitat management (80 percent).

e Fish and wildlife education (74 percent).

Based on the results, the agency made changes to the curriculum. The agency was also able to show that the training course was
meeting its objectives in increasing teacher knowledge of key concepts and encouraging use of the concepts in classroom teaching.

Source: Mark Scott, Vermont Fish and Wildlife Department
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Chapter 1 The Landscape and Language of Evaluation

¢ Qutcomes: Measurable results or consequences
— both expected and unexpected — of an
activity or program in meeting its stated goals
and objectives, such as the percentage of
participants who gain some knowledge or skill
as a result of the program.

¢ |[mpacts: The fundamental intended or
unintended change occurring in organizations,
communities, or systems as a result of
program activities.




Create a Climate for Evaluation

Basic Ingredients for Institutionalizing Evaluation ~ Motivation and Unified Purpose

this out with enthusiasm.”

— Elaine Andrews, University of Wisconsin
Extension Service

2-1




' ‘t-. ."‘i O Chapter 2 Create a Climate for Evaluation
VA ™ )
()
N )
PG
]"‘l;‘l |:

i
(IR
"y

Ly

Establish and Communicate a Unified
Evaluation Purpose

— Brad St. Couer, Harbor Towne Marina, Dania
Beach, Florida N
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Leadership and Teamwork

management level... this approach is well
accepted in the corporate sector.”

— Organization for Economic Cooperation and
Development (OECD)
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o elevate the profile of your evaluation efforts,
consider aligning your program with a national
program related to sport fishing, boating, fish
habitat conservation, aquatic resources, or
recreation. This association may bring a more
positive light to your program.

-~

TP
T |
"".-—ﬂ_"—; P
o

Case Study: Budget Pressures at Texas Parks and Wildlife Dept
An example of how evaluation can bring additional support to a program

Facing budget pressures shortly after the millennium, the Texas Parks and Wildlife Department made a decision to evaluate the
effectiveness of its educational programs. At a time when keeping quiet might have seemed like prudent advice to avoid the budget axe,
evaluation was instead viewed as an opportunity to define and demonstrate education’s important role in the agency.

The well-stated objectives and solid evaluation offered a mechanism to “speak the same language” as scientists and administrators who
regularly measure effectiveness of resource management techniques. Now, the Texas education programs are viewed as valuable
components of agency success, rather than extras that need to be jettisoned during tight budget times. In addition, education staff
members are getting the feedback they need to improve their own programs and provide even better service to the citizens of the state.
The organization now perceives evaluation as a proactive tool that links education with the conservation efforts of the rest of the agency.
The evaluation has helped hold the budget for educational programming at acceptable levels.

Source: Nancy Herron, Texas Parks and Wildlife Department
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Chapter 2 Create a Climate for Evaluation

Link Evaluation to Organizational Planning and
Performance Review

Think about how to incorporate evaluation into
organizational planning and performance review
processes. Every situation is different — you are the
expert on the budgeting and planning process in

your organization.

During discussions with administrators, you can ask
what information is needed to contribute to more
effective management decisions. Use this feedback to
understand how your evaluation results can inform
organizational policy. Discuss this from the earliest
stages of evaluation planning to ensure that you
collect the right kind of information for the
decision-making needs of your organization.

You may also insert the evaluation effort into
organizational or statewide planning processes. If
your organization has annual retreats or engages in
strategic planning exercises, discuss the evaluation
scheme. In some state agencies, education programs can
be incorporated in future revisions of Comprehensive
Wildlife Conservation Strategies (State Wildlife
Action Plans), which are designed to include
conservation education strategies. Although
education is not eligible for funding under the
associated grant programs, your program evaluation
can gain credibility by being included under the
“conservation actions” portion of the plan.

Finally, program evaluation can be linked to employee
performance review. This linkage will be an added
incentive for administrators and supervisors to lend
their support to the evaluation scheme. Note that it
1s the successful performance of the evaluation work, not
evaluation outcome, which is attached to the performance
review and annual work plan for the employee.

In other words, no employee is penalized for the
evaluation results and employees are rewarded for
successfully carrying out the evaluation work. As
long as everyone — both administrators and
evaluation team — agrees what work will be done,
then it can be incorporated into the annual
performance review.

The idea of performance review means that
administrators have a reassurance that the work will
be done, and the employee has an opportunity for
reward. When employee workloads are being
negotiated, employee job descriptions can be
updated and adjusted to ensure that employees are
not overburdened by evaluation tasks. The notion
of incorporating evaluation into the annual review
process recognizes that the administration will
provide funding and support for the evaluation,
while the team will have the responsibility of
performing the evaluation work. Be sure to include
yourself in this performance review scheme, so that
everyone involved in the evaluation work is united
in their desire for improved performance.

Case Study: The Clean Marina Partnership Evaluation
An example of a fully institutionalized and integrated program evaluation process

The Florida Department of Environmental Protection (DEP) is charged with enforcing clean water laws. Part of that responsibility is to
issue and monitor permits for marina construction and operation. In partnership with Florida Sea Grant (a federal/state program), the
Clean Marina Partnership was created. It has evolved into an effective cooperative program to protect Florida’s inshore and inland
waterways from chemicals and other forms of pollution through the voluntary implementation of best management practices (BMPs) by

marina owners throughout the state.

Evaluation is a fully integrated and institutionalized part of the program. Marinas are recruited to join the program. Through training, new
operators become familiar with the BMPs and the tracking process. A leader from an already designated Clean Marina acts as a mentor
to the trainee during a trial period when a series of scheduled inspections are carried out by the DEP. When the trial period is
satisfactorily completed, the new recruit is awarded the Clean Marina designation and they voluntarily comply with regulations and
reporting requirements. The Clean Marina designation is recertified each year to encourage marina operators to “stay with the program.”
Marinas not in the program, by contrast, are subject to surprise visits by regulators in the more traditional, adversarial relationship

between regulators and the regulated.

Clean Marina operators receive market benefits, including discounts on insurance premiums and submerged-lands lease permits from
the state. By using inspections and voluntary compliance, and by building evaluation into the program, the partners feel good about their

roles and clean water becomes everyone’s interest.

Source: Clean Marina Program: http://www.dep.state.fl.us/cleanmarina/
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Overcoming Barriers to Evaluation

Table 2.1 includes several ways to overcome barriers
to evaluation in your organization.

Table 2.1 Overcoming Barriers to Evaluation

My organization is
reluctant to accept
evaluation.

When institutionalizing evaluation, make sure that everyone is involved in every step
of the process. Establishing an evaluation culture will involve many discussions with
people in your organization who have a stake in outcomes or a role in crafting
budgets. Keep the focus of evaluation on program and organizational improvements.

Evaluation is not
accepted at all, despite
multiple attempts.

When your attempts at evaluation have not been accepted by your organization, you
can still conduct your own evaluation during day-to-day program planning activities.
For example, a program brainstorming session can be considered a component of
evaluation, or if you are already talking to key stakeholders you can create an instant
evaluation by asking each of them similar questions and documenting the discussions.
“If you find yourself in a situation where evaluation ... is not valued in your organization,
conduct your own evaluation and share the results with your colleagues and supervisor.
Demonstrating how evaluation information can be used to improve programs is a great way to
encourage ‘buy-in’ and begin to make evaluation a part of program planning.” — Jan
Henderson, Heifer International

Evaluation is feared as a
threat to programs.

Emphasize that the focus of evaluation is on program and organizational
improvement, rather than rating of “bad” or “good.” Use qualitative tools to perform
an evaluation without a numerical score, providing an insightful analysis of what is
good and what needs improvement in the program. Emphasize the opportunity to
improve programs with concrete information, and then make sure that you use the
evaluation results to do just that!

Evaluation is feared as a
threat to staftf members.

Always keep the focus of evaluation on program and organizational improvements.
Do not use evaluation as a mechanism for identifying unproductive employees.
Contrary to posing a threat, evaluation can offer rewards to staft members who agree
to include it in their annual work plan. Use arguments presented earlier in this chapter.

Administrator buy-in
is slow.

Slow buy-in often happens when organization leaders are not fully involved in the
process. Actively involve administrators in evaluation planning, discussions about
evaluation approaches, and decisions about specific outcomes to be measured.
Collaboration will avoid the problem of having to later revise evaluation plans.

Evaluation momentum is
slow.

Invest intensive time and energy at the beginning of the process to build momentum.
Use training and regular meetings to make sure everyone is on the same page. Allow
extra hours to work through evaluation design. Keep administrators involved and
briefed on progress. If departure of key staft members slows the flow, find someone
else to take the open responsibilities and consider training more than one person.
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Problems occur with the
evaluation process.

Follow the guidelines in Chapters 3 and 4 for planning and managing the evaluation.
Use the Logic Model to focus on program outcomes and impacts. Use arguments
presented earlier in this chapter to convince administrators of the value of measuring
outcomes.

Problems occur in the
sharing of evaluation
results.

This is a major source of frustration for administrators seeking information to guide
their decisions. If administrators can’t get the necessary feedback, they will be much
less likely to support existing or future evaluation efforts. Provide frequent updates to
administrators about the evaluation process and results. For example, create a template
of the most important outcomes for the administrator that can be updated on a
specific schedule. Refer to Chapter 5 to communicate more useful evaluation results.

Evaluation 1s seen as
another “thankless task”
by overworked
employees.

Planning sessions must include discussions of workloads and infrastructure needed to
implement the evaluation. The plan should address whether new staft or equipment
will be needed and whether volunteer or student labor could be used for repetitive
tasks. These issues and their potential solutions can be openly discussed so that all
concerns about evaluation are addressed.

There is insufficient
equipment for processing
evaluation data.

This can be a serious problem in large evaluations or in small organizations. If the
evaluation team is handling the data itself, you may need additional staft or
equipment to handle the flow of data. If raw program data are handed over to a
separate office in the organization, there has to be a guarantee of when the analyzed
data will be returned to the evaluation team. Consider including a line item for
outside data analysis services in your evaluation budget.

People in my
organization express
negative attitudes about

“Approach evaluation with a positive attitude. Create and rehearse inspiring
statements about the potential for evaluation to provide useful feedback for your
program and organization. Highlight that evaluation is a tool for decision making

evaluation. because it provides information that will enable staff to be more effective in
accomplishing your organization’s mission and goals. Be supportive and patient with
reluctant staft members and administrators. Always be positive — “What’s going right?’
Avoid the negative — “What’s going wrong?’ Use evaluation to explore how you can

continually improve.” — Mike Spranger, University of Florida Sea Grant

o

after collaborating on the evaluation of an

Unexpected Benefits to Organizational Culture

. . : . . environmental stewardship program.
Institutionalizing evaluation within an organization

Staff members involved in evaluation will be
recognized as experts by others in the

can lead to unexpected benefits, such as increased
partnerships, expertise, level of knowledge, and the
ability to better adopt new technologies and practices. organization, thus providing value to the

You may want to mention these potential benefits as organization. For example, in one organization,

you argue for the value of evaluation. staff members experienced in leading focus groups
: . were then called upon to facilitate staff discussions
Potential benefits to organizational culture: _ . .
durmg a strategic plal’mmg retreat.
* Staff members at all levels will develop a

greater rapport with each other and with

Staff members will develop a higher level of

. . . . “inquiry mindedness” that serves them well in
organization administrators. Teamwork relationships ) -
. . ! : other areas of their work. Staff members change
will last beyond the evaluation and will benefit } ! . .
. . their ways of working and look for information,
everyone at the organization. For example, aquatic B ‘ I
: ) . . feedback, and “lessons learned” to inform day-to-
educators and biologists within an organization N “
. : day decisions.

can gain a greater respect and trust for each other
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Chapter 2 Summary of Best Practices

e Define and communicate the evaluation vision, purpose, and potential benefits to foster understanding, support, and momentum for
your efforts.

e |nvolve staff members, administrators, and program stakeholders throughout the evaluation process.

e Maintain the evaluation focus on program improvement so there is no threat to administrators or individual team members.
e Build team evaluation capacity over time.

e Allocate 10-15 percent of program budgets for evaluation activities.

e Link evaluation to the organization’s annual budget requests, planning, and employee review process.

¢ Emphasize organizational benefits of evaluation, such as improved knowledge and expertise, increased rapport, organizational learning,
and better adoption of new technologies.

2-10
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Take Time to Plan

Evaluation Planning Steps

Ol d NEW program, you can use these ep 0
develop the program and the evaluation plan at
the same time.
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In 2001, Montana’s Department of Fish, Wildlife, and Parks, in partnership with several other groups and agencies, looked for ways to
improve an eight-year effort to educate the public about the need to protect bull trout. The species had rapidly declined since receiving
the wrongful reputation of being a predator of valuable sport fish. Evaluation showed that the existing program was not having as much
of an impact as hoped. Program leaders looked to a successful grizzly bear conservation program for ideas for tools and approaches to
public education and evaluation. Feedback from the grizzly bear program was used to revamp the trout conservation program, which

took a different form, including self-guided web-based instruction with pre-program and post-program tests. Participants could print out
a certificate saying they had passed the bull trout conservation test. Within six months, more than 5,000 people had completed one of the
online modules, each with sufficient improvement in knowledge to have earned a certificate.

Source: Janet Ady, U.S. Fish and Wildlife Service
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{ | ) ' and analyze data that best fit your needs, and

LR Nk help interpret results into meaningful and useful

El\ 18 i recommendations for program improvement.

A , Their expertise lends itself to efficient evaluations

el : that best meet the needs of your program. See
P

A Chapter 4 for more information on outside
i | assistance.

Evaluation Inputs Planning Worksheet
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or information needs.
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- Review program objectives for measurable
benchmarks.

- Review the Logic Model to see if you need
information on inputs, outputs, or outcomes.

- Look to address organizational accountability
requirements.

- Ask administrators what information is needed
for decision making.

Ask evaluation questions. Write down the
potential evaluation questions that relate to the
important information needed. In the beginning,
write down all of the evaluation questions you and
your team have thought about. This may be a
lengthy list, but keep all of the ideas for now.

Select potential indicators. How will you
know when you answer these questions? Indicators
are the pieces of information that let you know
when your evaluation questions have been
answered. Indicators are often the outputs and
outcomes of the program. For each indicator, you
will also have a source of information. For
example, an indicator of educational program
success might be improved participant knowledge.
The source of information would be a program
survey or interview. Indicators can also be long-
term impacts that might be expected from
program success. For example, an indicator of
improved stream conservation behavior might be
bank erosion. The source of information might be
photographs taken at established points every
month for a year after the stream conservation
program. Add a list of potential indicators to your
list of important evaluation questions.

¢ Identify potential sources of information.
After defining evaluation questions and indicators,

3-10

you need to establish where your information will
come from. Who or what you are going to
evaluate will depend largely on the type of
evaluation you are conducting. Some evaluations
involve feedback from a variety of audiences such
as program participants, group leaders, teachers,
recreationists at an outdoor site, program staff,
and/or site supervisors. Other evaluations involve
observation or measurement of changes in people
or natural resources, or internal processes such as
content analysis or brainstorming.

Narrow the list to the most important
evaluation questions. Examine each question
and the associated indicators to see how it meets
your evaluation needs. Each question should
measure program objectives, provide information
for program improvement, or address evaluation
audience information needs. Look closely at
resources and constraints and determine which of
the indicators can reasonably be measured. Meet
with the team to discuss the feasibility of what you
intend to evaluate and to establish the importance
of the various evaluation questions.

Make sure the indicators can be measured.

A final step is to make sure that it is possible and
feasible to measure the potential indicators. If you
are unfamiliar with evaluation tools and data
collection, refer to Chapter 5 to learn more about
data collection and analysis. With the proper
questions and indicators, you will be able to collect
the right data for your particular evaluation and
audience information needs.

Make sure your objectives are realistic. Let
your experience or the results of similar programs
be a guide for expected improvements as a result
of your program.
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Evaluation Questions Planning Worksheet

Program goal To increase public awareness of watershed
conservation.

Program * Following the program, 50 percent of
objective(s) participants will be able to name three

watershed conservation practices.

* Following the program, 75 percent of
participants will indicate a willingness to
engage in one watershed protective behavior.

Evaluation purpose(s)

¢ To * To provide information for organization’s
demonstrate new watershed initiative.
program
success.

Evaluation Program staff members need feedback to
audience improve program delivery.

information

Administrators need information to
needs direct future watershed conservation
efforts in both biological and education
realms.

Evaluation Are program participants gaining

questions awareness of watershed conservation
needs?

* What feedback do participants have for
program delivery improvements?

* What level of interest do participants
have in watershed conservation?

Potential indicators

e Increased e Participant feedback following program.
participant * Levels of participation in key watersheds.
knowledge
and awareness
following
program.

Source of * Pre-program and post-program
information participant interviews.

* Post-program feedback cards.

* Program registrations.

Potential use(s) of evaluation results

* Demonstrate ¢ Inform improvement of program content
program and delivery.
success. * Guide organizational conservation eftorts

in key watersheds.

3-11
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Guidelines for the Take ’Em Boating Grant Program.

Please complete a Program Description by addressing the following items:

1.
2.
3.
4.
5.
6.
7.
8.

9
10.

Program title.

Who are the instructors and what are their credentials?

List the type of boats to be used in the program.

Provide the name(s) of the body of water where the program is conducted.

List the goals and objectives of the program.

How does the program promote the future of the marine industry through environmental education and safety awareness?
What age group is the program targeting?

Describe how your program is implemented or delivered to the student.

. How is your program advertised or promoted (if applicable)?

Describe how your program can be adapted by other groups.

11. What results have you documented that indicate the program is successful?

12.

In general, describe the areas of your program that would be enhanced with this grant. Feel free to include course outlines, lesson
plans, schedules, budgets, equipment needs or any other supporting information that will help explain your program.

Source: National Safe Boating Council, http://www.safeboatingcouncil.org/awards/OmcGrantProgram.htm

opportunities to measure needs, progress,
and results. -
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more on triangulation.

only a small sample of blood for a blood test —

she doesn't need to take it all.

Lc
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sample, you take every “nth” record from the
population. For example, if you need to sample 20
people from a population of 100, you would begin
at a random point and take every 5th record from an
alphabetical list of population members. If you
needed to take a sample from the telephone book
for a small community, you would begin at a
random point and take every 20th name to derive a
5 percent sample of the population.

Stratified Sample: Another important feature of
sampling is that it can help you give equal attention
to subpopulations within your overall population.
Stratified sampling is a method of dividing the
population into subpopulations (strata) and taking
random samples from each subpopulation (stratum).
For example, imagine that your organization has
delivered programs in a number of large urban cities
and in a number of small rural towns. The final list
of participants shows that 80 percent of your
participants were from the cities and only 20 percent
were from the small towns. In the final evaluation,
you want to compare the responses of rural and
urban residents in these different areas.You would
divide your list of participants by city/town and
then take an equal sample of 30 people from each
city/town. This will give you enough people in the
final analysis to compare the results between
individual towns and cities, as well as to compare
overall results of rural vs. urban residents.

Chapter 3 Summary of Best Practices

Use the series of steps for planning a program evaluation:
e Step 1: Define the Program

e Step 2: Determine the Evaluation Purpose

e Step 3: Understand Similar Programs

e Step 4: Assemble the Evaluation Team

o Step 5: Establish Resource Inputs and Constraints

e Step 6: Create Questions and Select Indicators

e Step 7: Develop the Evaluation Approach

Stratified sampling can be used to ensure that you
get a large enough sample from any minority group
in your population, whether that minority is based
on geography, race, gender, education, income, skills,
background, or any other factor. The only caution with
a stratified sample is that the overall results are not
representative of the population as a whole, because you
have intentionally taken a larger sample of the smaller
groups. If you wish to report overall results as well as
making comparisons, an evaluation expert can help
you “weight” the data so that you can make an
accurate reporting of overall results in addition to
making your group comparisons.

Sample of Convenience: Many evaluators select
respondents for their samples because they are
readily available. This type of sample is called a
sample of convenience.You should be aware that
respondents who volunteer for a study or who are
more readily available may have certain levels of
characteristics — such as ability, motivation, or
attitudes — that make them a group that is difterent
from the general population. For example, many
web surveys take samples of convenience. While the
results from such a sample may be interesting, they
cannot be generalized to a larger population.

Use the Logic Model framework to guide program and evaluation planning.

3-14
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Assemble the Evaluation

Now that you have gone through all of the planning steps, take a moment to fill out the worksheet below.

For assistance, refer to the Logic Model in Chapter 3.

Evaluation Questions Planning Worksheet

Program Name

Program Goal(s)

Measurable
Objectives

Inputs

Planning

Planning
Evaluation (see
Chapter 4 to
select tools)

Program Process

Formative
Evaluation (see
Chapter 4 to
select tools)

Implementation

Outputs

Outcomes

Impacts

Results

Summative
Evaluation (see

Chapter 4 to
select tools)

3-15
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Consider Ethics, Bias, and Accuracy

results.

Accuracy: Ensure that an evaluation will reveal
and convey technically adequate information
about the features that determine value or merit
of the program.

Source: Joint Committee on Standards for
Educational Evaluation
http://www.jcsee.org

E
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Table 4.1 Demographic Questions and Reasons for Collecting This Data.

What is your gender? (Female, Male)

To measure respondent gender, or to make gender comparisons.

What year were you born?

To measure respondent age or to make age grouping comparisons. If
specific ages are not needed, use multiple choice with age ranges.

What is your ZIP code?

To measure respondent geography. ZIP code gives only a general area.
Ask for the address if you need more specific information.

In which (country, state, county, city)
were you born?

To measure respondent heritage. This might be important in an area
with high levels of emigration or immigration of people, and to refine
cultural information in a community.

What race do you consider yourself?
(American Indian or Alaska Native; Asian;
Black or African American; Native
Hawaiian or Other Pacific Islander; White;
Other Race)

To measure racial identity. These are the official minimum U.S. Census
categories. The category Multiracial may be added in some surveys.
Hispanic/Latino is not a race — Hispanic people may be of any race.

What is your cultural background?
(Hispanic or Latino; Not Hispanic
or Latino)

To measure cultural background. These are the two official U.S. Census
categories. Depending on the situation, it may be valuable to measure
other cultural categories to refine racial information within a
community, but the best way to do this is to ask for country of birth or
family origin.

What languages do you speak at home?

To measure language use. This question is most useful in a needs
assessment to determine program delivery languages.

How long have you lived at your
present address?

To measure length of residency. This might be important if a program
is trying to reach new or less knowledgeable residents.

How many children under the age of
18 live with you?

To measure family size. This might be important for family or youth
programs.

What is the highest level of schooling
you have completed?

To measure educational achievement. If specific grade level is not
needed, use multiple choice with education categories.

Consider your household income from
all sources before taxes. As I read a list,
please stop me when I get to the
income level that best describes your
household income in (insert year).

To measure respondent income level to understand or compare
income groupings. This question is worded as it would be presented
during a telephone interview. Income categories are almost always used
to avoid privacy violations.
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Performing Culturally Sensitive Evaluations

When working with groups from difterent cultures,
learn as much about the culture prior to designing
and implementing the evaluation. If possible, have
members of the various cultural groups targeted by
your programs as advisers to ensure that you are
creating a culturally sensitive evaluation that will
capture the information you need.

Factors to consider when designing evaluations
for different cultural or ethnic groups:

* Assess your own attitudes, beliefs, and values. Be
aware of your own perceptions, as well as any
preconceptions, stereotypes, and other potential
biases.

» Understand that cultural norms may be different
from your own and that you may need to adjust
your approach.

* Be flexible in your selection of data collection
methods. Some cultures may respond better to
personal interviews, for example.

* Realize that your evaluation may take additional
time if you need to build rapport or trust with the
target audience.

* Describe what you are trying to accomplish with
your evaluation so that your target group is aware
of your intentions.

The consideration of ethnic and cultural differences
is especially important in large cities and other
culturally diverse areas. For example, surveys of
residents in Miami, Florida, about water quality
issues in the Everglades are performed in English
(for North American and Bahamian subpopulations),
Spanish (for Cuban and Mexican subpopulations),
Creole (for Haitian subpopulations), and Portuguese
(for Brazilian subpopulations).

Regardless of the language being used, it is important
to avoid the use of jargon for all evaluation audiences.
The use of “common language” is one way to guarantee
that everyone has the same understanding of the ideas
being communicated. In theory, common language
involves simple and straightforward communication
that is understood by the common person without
any technical expertise or environmental knowledge.
Common language can be easily translated and
understood across neighborhoods, regions, races,
cultures, and countries. Table 4.2 provides some
examples of common language alternatives to jargon.

Table 4.2 Examples of Common Language Alternatives to Jargon

impacts to the Sea Cove region of Barrister Bay.

The Fish and Wildlife Commission in your state is
quantitatively evaluating the effectiveness of our motorized
vessel operation education program in decreasing benthic

The Fish and Wildlife Commission wants
to know if the Safe Boater program has
reduced damage to the ocean floor in the
Sea Cove region of Barrister Bay.

and Sandy Reservoir.

The Watershed Council is working to eliminate bacterial,
te]
phosphate, and petroleum pollution in the Sandy River

The Watershed Council is working to
keep oil, fertilizer, and manure out of our
drinking water.

4-3
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not always work; see the Florida Aquarium
Case Study for an example.

Case Study: Florida Aquarium Homeschool Program Evaluation
An example of an unforeseen problem in evaluating a children’s program

4-4
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Address Ethics and Privacy Concerns

Whether children or adults, when you collect evaluation
information from program participants or the public,
you are asking them to provide you with their time,
energy, and some personal information. Ethical
considerations are designed to help evaluators avoid
causing any physical, psychological, or emotional
harm; to avoid deceiving evaluation participants; and
to ensure the anonymity and privacy of sensitive
information collected during the evaluation.

Basic issues of evaluation ethics and privacy:

* Always get permission from the participants when
performing an evaluation. This could be a consent
form or a verbal request to participate in the
evaluation (as in an interview).

¢ Evaluators must always seek and obtain written
permission (via parental consent form) from
parents of minors participating in an evaluation.

* Do not collect information unless you will be
using it. Collecting excess information takes more
time for evaluation participants. It will also require
extra time for you to sort through all of the
superfluous data to find the information you
really need.

* To protect and respect the privacy of participants
and respondents, you must be scrupulous in
managing the evaluation data. Always keep
sensitive demographic information strictly
confidential. In all cases, personal identification
information (e.g., name, date of birth, address,
telephone number, Social Security number) should
be kept separate from evaluation data.You can use
code numbers to connect the two data sets. Always
store sensitive private information in a secure
location. This means that computer databases are
locked by passwords and survey or interview
documents with personal information are kept in
a locked facility or cabinet. Set a date to destroy
personal information after the data have been
completely entered and analyzed and the
evaluation has been completed and reported. You
do not want to maintain sensitive information in
your files over the long term. If you are collecting
contact information from evaluation respondents,
use a separate response card with a code number
on it. With identity theft becoming more common,
you must maintain audience trust by carefully
managing any sensitive data that you collect.

* Programs undertaken at universities or with federal
tunds are usually required to obtain institutional
approval for any evaluation involving people
(“human subjects”) prior to beginning the work.
University Institutional Review Board approval
can take from several weeks or months to acquire,
while federal approval through the Office of
Management and Budget (OMB) can take up to
one year (for federal guidelines, see the U.S.
Department of Health and Human Services 45
CFR Part 46). The approval process ensures that
you are not conducting an evaluation that causes
harm to your participants in any way. There may
be some exceptions to this requirement if you are
simply performing observations or conducting
focus discussions, but check with your organization
or institution to make sure you meet requirements.
Note that there are some pre-approved survey
questions available from the OMB for surveys
performed under federal funding. Many of the pre-
approved questions focus on recreation and aquatic
issues.

Avoid Evaluation Bias

Bias 1s any influence that prevents you from giving
fair consideration to some element of your program.
Bias can creep into your program as “leading”
questions, as a slanted assessment of a program, or

as a cultural prejudice. Bias can never be totally
avoided, but it helps to have an evaluation team
provide input into the process. If you are the
program manager as well as the evaluator, you may
be too close to the program to see what questions
could be asked to best serve the evaluation
objectives. If at all possible, at least one member of
the evaluation team should be from outside the
organization, to bring fresh eyes to the evaluation
questions. If you hire an outside evaluator, ask them
to work with your evaluation team and learn more
about the program prior to the evaluation, so that
they also have the benefit of the team input and
program knowledge in their evaluation design. Table
4.3 describes how to avoid certain kinds of bias as
much as possible.
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Table 4.3 sources of Evaluation Bias and Ways to Avoid Them

Designer/Evaluator Bias can occur
when the evaluator is also the program
manager. The evaluator naturally wants
to shed a positive light on the program,
or may also have some preconceived
notions about the program and its
outcomes.

The pairing of internal and external evaluators combines the best of
program familiarity and a more detached view. Make sure the
evaluation team has at least one external member. Use a stakeholder
advisory team throughout the evaluation process. Work with an
external consultant for part or all of the process. Perform a careful pilot
test of evaluation tools to gather audience feedback so that important
information is not missed. Use qualitative (open-ended) questions to
capture unexpected results.

Scoring or Grading Bias happens when
an evaluator gives a low value or
“grade” to something that is repugnant
(or a high value to something that is
agreeable) to their personal views.

Use evaluation tools that require little or no interpretation. Establish
unbiased measures, such as ranking schemes or rubrics, for evaluating
items or for grading student skills assessments or observing behaviors.
Hide or remove participant names on evaluations to prevent bias of
familiarity. Provide consistent training for all evaluators who will be
scoring. Perform a pilot test of the grading scheme, with several people
acting as graders, to check for an unbiased tool. Use a paper checklist
or grading sheet to record data while performing informal interviews
or observations — this avoids having to use memory to recall
information.

Racial, Cultural, or Gender Bias crops
up where there is a higher or lower
expectation of some group or
individual based on their race or
gender. Because of cultural training, this
is a very difficult bias to avoid.

Instead of comparing individuals to some pre-defined or abstract
criteria, evaluate the skills or performance of an individual against the
skills they had when they started the program. Select people
representative of the intended racial, cultural, or gender group to
review the evaluation plans or tools. Use multiple and diverse
evaluators or observers in situations where cultural bias may interfere.

Non-response Bias occurs when using a
random sample and the people who
respond to the evaluation are different
from those who don’t. If these
differences are major, this creates a bias
in evaluation results.

Demonstrate that non-respondents are similar to or equivalent to
respondents. Compare respondent and non-respondent characteristics
to U.S. Census characteristics for the population. Contact and
interview a set of non-respondents to see if their characteristics and
views difter. For a large randomized survey, ask the contractor to
perform a non-response bias analysis.
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In early 2002, several New England organizations came together to form the Place-based Education Evaluation Collaborative (PEEC) with
\ the intention of evaluating their individual programs and laying the groundwork for broader research into the effectiveness of place-
based education. Place-based education builds partnerships between schools and communities, bringing the energy and skills of
students to bear on local environmental and social issues, creating exciting and relevant learning opportunities.

Through PEEC, the organizations have jointly contracted with a team of professional educational evaluators to individually and collectively

evaluate several members’ programs. Core members of PEEC include universities, parks, forests, and non-profit organizations, family
foundations, farms, and other institutes. Members benefits from the combined force of external and internal evaluations, receiving
feedback on their individual programs and building a large central repository of research on place-based education.

Source: PEEC, http://www.peecworks.org
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at key points or pieces of information will no
be forgotten. These notes also can serve as a
starting point for an individual case study or
narrative to be included in the evaluation report

alongside the quantitative data analysis.
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Document the Evaluation Process

Documentation is the process by which the
evaluator records how the evaluation was done, what
was learned, and how others may benefit from the
new information. This is also sometimes referred to
as an audit trail. To provide a coherent summary
report, the entire evaluation process must be
consistently documented!

One of the major challenges in evaluation is to
gather, store, and use the information that is
collected. Be sure to store both electronic and hard

copy files so they can be easily accessed by all team
members. Documentation can be as simple as
handwritten notes on scraps of paper, and as
complicated as a computer database or spreadsheet.
[t can include any or all of the following: notes, data
files, photographs, sketches, audiovisual media, skill
assessment results, observation sheets, participant
journals, focus discussion transcripts, and news
articles. The point to remember is that the evaluation
process must be carefully and consistently
documented, even (and especially) if you are
performing an informal evaluation.

Select the Tools that Best Fit Your Program

Evaluate Different Program Life Stages

When considering the tools to use in your program
evaluation, begin by thinking about your program as
having stages of life: planning stage, implementation
stage, and results stage. This can also include a pilot
testing stage and a stage for ongoing programs.
Although a “results” stage is listed, the program has
not necessarily come to an end. Programs are
continually evolving over time — even if a program is
discontinued, the lessons of that program are applied
to the design of future programs.

Look at your program and see where it fits
within this framework of life stage definitions:

* Planning: This is the first stage in program design.
The program is being formulated to address the
needs within a given setting or environment and
under certain constraints or limitations. This stage
includes all of the steps of program planning and
development.

Pilot Testing: This is the preliminary stage of
program delivery, when program ideas are tested
with a few (perhaps a dozen) target audience
members. Pilot testing can offer enormously useful
feedback for program improvement before full
implementation.

Implementation/Delivery: The program is now
being delivered to the target audience. Program
evaluation can determine necessary improvements
or modifications.

Ongoing/Recurring: An ongoing program can
be evaluated at any time, to assess each separate
program element as it is delivered or to examine a
three-month or one-year record to find clues that
the program is achieving goals and objectives.

Results: The program may not be “finished,” but
it is time to measure and report conclusive results.
This is the time to evaluate program outputs,
outcomes, and impacts.

The stage of your program plays an important part
in the evaluation tools you choose. In addition, your
tool choices will be influenced by whether or not
evaluation has previously been conducted. Consider
where you stand with the program to identify the
type of evaluation and tools needed.

Refer to the Logic Model in Chapter 3 to help

guide your selection of evaluation tools, which are
described in detail in Chapter 6.

Table 4.4 will help you begin your search for
appropriate evaluation tools according to the stage
of your program.
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Table 4.4 evaation Tools for Stages in Program Life
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Table 4.5 Evaluation Tools for Typical Aquatic Education Programs
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Table 4.6 Types of Longitudinal Change Analysis

Trend Analysis: Looks at
changes in factors over time.
For example: Changes in the
number of people that
participate in fishing.

Shows if a trend is
occurring (e.g., if fishing
participation is increasing
or declining). May require
only a little time and effort.

Can show trends, but
cannot show you why the
trend occurred. Large
and/or lengthy studies
may be required to gain
adequate statistical power
to show trends.

Past evaluation,
content analysis,
literature search,
U.S. Census data,
participation rates,
registrations

Cross-Sectional Studies:
Like a slice of a tree, this
study measures a certain
characteristic in a defined
population at single point in
time. For example: Measuring
all of the children in a class
to see whether fishing
experience impacts
knowledge.

Useful in many settings. The
“exposure” (e.g., fishing)
and the “outcome” (e.g.,
knowledge) are determined

at the time (’)f.IHL“JSU]'L‘I]IL‘I]t.

so no additional measurement
1s required. The measurement
can be repeated for a trend

analysis.

Cannot be generalized to
a larger population, but
does allow comparison of
subgroups within the
sampled group.

Surveys, interviews,
worksheets/quizzes,
focus groups,
observations, skills
assessments

Panel Studies: The same group
is measured or interviewed at
different points in time. For
example: A consumer panel
is regularly interviewed to
assess marketing plans.

Because the group members
are the same, the study
shows how individuals
change over time. The
“paired” statistical analysis
for data from the same
individuals is very sensitive
to showing change.

This is very time
consuming and can be
expensive. Keeping track
of people over time is
difficult.

Focus groups,
surveys, interviews
(Marketing firms may
have existing panels
that you can use.)

Cohort Studies: Looks at a
segment of the population (a
group with similar
characteristics) during
different periods. For
example: A study over time
of Baby Boomer water
conservation behaviors.

The study shows if and
how things have changed
within a segment of the
population over time.

Results can be applied to
the group you are
evaluating, but cannot be
generalized to the
broader population.

Focus groups,
surveys, Interviews,
observations

Pre-Program and Post-
Program Studies: This
approach measures
participants before and after
a program takes place.
(Although this is not a
“longitudinal” approach, it is
listed here to remind you of
the possibility of simply
measuring before and after
your program.)

This technique can show
the direct outcomes of a
program. If the same
individuals are measured
(e.g.,in a small program),
you gain the advantage of
the more sensitive “paired”
statistical analysis. If you
measure a random selection
of citizens (e.g., in larger
surveys), you can compare
averages from before and
after the program.

Very labor intensive to
perform on a large scale.

Surveys, interviews,
worksheets/quizzes,
focus groups,
observations, skills
assessments

413
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The University of Maine initiated the Watershed Stewards Program to educate people about the threats to water quality in lakes.

Participants received 20 hours of training and performed 20 hours of service to their lake watershed. The evaluation sought to measure
knowledge levels over time and to compare participants and non-participants living on the same lakes. The longitudinal analysis looked
at the consistency of participant post-program test scores over five years and found that knowledge outcomes stayed fairly steady over

the years. A survey to compare groups found that 68 percent of non-participants tried to reduce runoff, while 98 percent of trained
stewards protected their lakes from polluted runoff.

Source: John Jemison et al., 2004, Journal of Extension at http://www.joe.org/joe/2004june/rb4.shtml
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Key elements of a scope of work:

* purpose of the evaluation

goals and objectives of the program

definitions of terminology specific to the program
evaluation

description of evaluation questions to be answered,
evaluation information needs, indicators or variable
to be measured, preferred methods of

measurement, and available data sources (if known)

evaluation tasks to be completed

task responsibilities (tasks assigned to internal and
external evaluation team members)

evaluation timeline

evaluation budget

Define Evaluation Tasks

Your scope of work includes a list of tasks to be
completed at each phase of the evaluation.
Depending on your understanding of what is
needed and the complexity of the evaluation, the
task list may be comprehensive or simple. If you are
hiring a contractor to assist with the evaluation,
include the tasks you wish them to accomplish. If
you are unsure of the tasks to be completed, describe
them to the best of your ability in the scope of work
or refer to Chapter 3 for more information on
evaluation planning.

Create an Evaluation Timeline

The evaluation timeline includes allotted timeframes
for all phases of the evaluation work. It allows for
unexpected delays and accounts for any potential
constraints, such as when events take place or when
students are out of class during the summer. The
most frequent problem encountered when creating a
timeline is the urge to be too optimistic about how

much time is required to complete tasks. Make sure
your timeline includes ample time to collect
information, analyze data, report results, and get
feedback from your evaluation team. Consider
adding an extra 10-20 percent to your original time
estimates to allow for unexpected delays. The
following is an example of an evaluation task list and
timeline for a planning, formative, and summative
evaluation of a one-month education program:

Hypothetical Example: Sarah is planning a fairly
major aquatic education program that will last one
year. She would like to design the program based on
community needs. To do this, she will conduct a
focus group before the program to get an understanding
of the information needs and delivery methods best
suited to the audience (planning evaluation). She
will also perform a pilot test of the program with
some audience members to get feedback about
program content and delivery (formative evaluation).
She also hopes to measure changes in knowledge
and attitudes by conducting pre-program and post-
program surveys of participants (summative
evaluation). In addition, she wants to conduct
follow-up interviews with a few participants to
collect information on issues or unexpected results
that may arise during the evaluation process
(summative evaluation).

The task list that Sarah creates for her program
(Table 4.7) could be condensed or expanded to fit
any program, from a day-long workshop to a long-
term education program. If the program already
exists, you can start the timeline at any stage.You
can also take a step back at any program stage and
conduct planning or formative evaluations on
existing programs, or add a pre- and post-program
survey for participants.

4-15
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Tahle 4.7 Example Task List and Timeline

Hold planning meeting with evaluation team Month 1
Design and submit evaluation plan to evaluation team Month 1
Receive comments on evaluation plan from evaluation team Month 1
Create needs assessment Month 2
Conduct needs assessment Month 2

Summarize and report needs assessment results

Months 2-3

Design or modify program based on needs assessment

Month 3

Design evaluation tools and submit for review to evaluation team

Months 3-4

R eceive comments on C‘\';l]Ll;l[i()ll tOO] fi'()]ll t‘V;l]U;lti()I] team

Months 3-4

Conduct pre-program evaluation (pre-program survey can also be presented to participants Month 4
before each program session, months 5-17.)
Pilot test program Month 4

lmp]t‘mc‘nt program

Months 5-17

after each program session, months 5-17.)

Conduct post-program evaluation (post-program survey can also be presented to participants

Month

[EEN

8

Conduct follow-up interviews with participants

Month 18

Analyze data collected

Month 19

Create draft final report and submit to evaluation team

Month 20

Receive feedback on draft final report from evaluation team

Month 21

Create final report

Month 21

inform decisions

o

Share evaluation findings and monitor use of evaluation results to improve programs and

Months 22+

Develop an Evaluation Budget

Budgeting helps you anticipate the funds needed for
your evaluation and allows you and your team to get
a handle on staffing and resource needs. If your
program receives external funding, evaluation will
likely be a required element of your funding
proposal. Many grants and funding groups expect at
least 10-15 percent of your program budget to go
towards evaluation. If your program is internally
funded, make an evaluation budget to guide your

expenditures and eftorts. If your program is
externally funded, update the budget that was a part
of your original proposal. Discuss with supervisors
or administrators what kinds of feedback
information would be most useful and discuss the
levels of program and evaluation efforts and budget
with them.

Key components of an evaluation budget :

o Staff: The cost of personnel is usually the largest
part of an evaluation budget. Determine who will

4-16
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Table 4.8 Strengths and Weaknesses of Evaluation Contractors or Partners

consulting, or
accounting
firms

focus is on getting the client what they
want

flexibility in contracting.

special expertise and training

Universities e access to specialists * may take longer and be less
responsive to specific or i ~diate
« credibility responsive to specific or immediate
. needs
* large pool of resources _ .
. R * deliverables schedule may not fit
* easy contracting if your organization is : I
casy contract ]b your organizatic 1 with faculty, student, or class
ste r federal agency
tate or federal agency schedules
* may be cost effective since faculty salaries
may be cost ctft‘I( tl\'G ﬂ}ncc‘. faculty salaries « student researchers may be less
are covered by the institution experienced
* may be cost effective if using stude - -
may | (l . fﬁ“F“‘ B {usmb S]md( e e faculty members may incorporate
research or if performed as a class project o
E B proje other research objectives related to
* student researchers often are dedicated and their own research interests
hard working : -
ard we S * cost depends on the complexity of
the evaluation
Specialized * usually available and responsive to specific * some firms may lack sufficient
evaluation, and immediate client needs subject area knowledge or

evaluation experience

large jobs may require that some
tasks are outsourced

smaller pool of consulting talent to
draw from

cost depends on the complexity of
the evaluation

Marketing or
market
research firms

quickest turnaround time
standardized methodology

ability to conduct large scale evaluations
efficiently

may not want smaller jobs or may
require certain minimum payments

to complete work

may not specifically tailor the
evaluation to what you need,
because they are set up to use
standard marketing methods

may cost more than universities or
small firms because they often work
for large business and industry

evaluation rigor and design may not
be as high quality if the firm is
committed to multiple major
research projects

cost depends on the complexity of
the evaluation

4-18
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similar to yours, such as other aquatic, natural
resources, or environmental education or outreach
campaigns, school programs, online training, teacher
training, statewide campaigns, or similar efforts.

Evaluation approach: Ask for a detailed
description of how the contractor plans to
approach the evaluation tasks that you have listed
in the REP. The contractor should include a
description of their evaluation philosophy, how
they work with clients, and instruments that they
propose to use for the evaluation.

e Evaluation cost: Ask the contractor to provide a
cost budget for the evaluation, with a detailed
breakdown of how the applicant proposes to spend
the budget.

Proposal Review Guidelines

Many RFPs also include a section describing how
the proposals will be reviewed or scored. To establish
this process, make a list of the most important
proposal qualities and decide how valuable each
factor is for your evaluation. Develop guidelines for
scoring each factor (see the section on creating a
rubric in the Skills Assessment fact sheet in Chapter
6 for ideas). For example, you might ask reviewers to
score each item from 0 to 5, or you might ask
reviewers to grade each item on a scale of 1 to 100.
A final score will be calculated for each proposal by
each reviewer, and average scores can then be
calculated if there are multiple reviewers. Using this
process, you will be able to make an unbiased
decision about which proposal best serves the
evaluation needs of the organization.

Once the proposals come in, the evaluation team or
a special proposal team will review the submissions.

Chapter 4 Summary of Best Practices

Ask additional technical experts to join the review
process if you need help reviewing evaluation
approach or other technical aspects. Expect to
engage in a careful review of the RFP process so
that no contractor can claim that it was unfair.

Scoring statements that may be of interest
to aquatic program evaluation proposals:

e The proposal clearly conceives, defines, and
describes the evaluation approach.

The proposal contains appropriate strategies and
timetable.

The applicant has clearly justified the proposed
evaluation approach.

* The proposed evaluation approach has technical
merit.

The proposal suggests an innovative approach.

The proposed evaluation process incorporates
appropriate stakeholder input and involvement.

The proposed approach meets all applicable ethical

and environmental standards.

The proposed evaluation approach will yield
results that benefit our organization.

The applicant has the necessary experience to
complete the work.

The proposed budget is within the advertised
budget limit.

The proposed budget is lower than the advertised
budget limit. (This score can be used as a bonus
incentive to encourage streamlined budgets. To be
effective, the bonus point approach must be
included in the RFP)

e Collect only the information you need and maintain high ethical and privacy standards.

e Avoid bias and maximize the accuracy of your evaluation approach by increasing validity/reliability and using multiple evaluation tools.
e Choose evaluation tools based on the type of program being evaluated and the life stage of that program.

e Create an evaluation scope of work that is specific to the evaluation tasks that need to be completed.

e Use outside contractors or partners to provide your organization with specialized evaluation expertise, advice, and assistance.
e When hiring contractors, create a detailed request for proposals (RFP) so you can receive proposals that best meet your evaluation needs.
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Make Evaluation Results More Useful

Analyze the Evaluation Data
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2. Understand the program or participants by
creating a “thick description” of the phenomena
being evaluated.

3. Create detailed case studies or portraits of specific
aspects or relationships that appear within the
data.

4. Use intra- or cross-case comparisons to look for
patterns or themes that explain how and why
relationships appear as they do.

5. Put the new knowledge about the program and
relationships into a real-world context to create
results and recommendations.

The evaluator can ask the following questions
during the qualitative analysis:

e What patterns and common themes emerge in
responses to specific items?

* How do these patterns (or lack thereof) help to
illuminate the broader evaluation question(s)?

e Are there any deviations from these patterns? If
yes, are there any factors that might explain these
atypical responses?

e What interesting stories emerge from the responses?

* How can these stories help to illuminate the
broader evaluation question(s)?

* Do any of these patterns or findings suggest that
additional data may need to be collected?

* Do any of the evaluation questions need to be
revised?

* Do the patterns that emerge corroborate the
findings of any other evaluations that have been
conducted?

The practice referred to as Computer Assisted
Qualitative Data Analysis (CAQDAS) employs
computers to identify possible themes, concepts, and
contexts within a mass of qualitative data. Popular
qualitative analysis software systems include
ATLAS.ti, HyperRESEAR CH, MAXqda2, N6,
NVivo, QDA Miner, Qualrus, and Transana. These
programs are designed to help evaluators sift through
transcripts, case notes, survey results, articles, pictures,
and other varied documents for content that can
provide insight into program success.

Quantitative Data Analysis

Quantitative data are usually entered into a
spreadsheet or statistical analysis program, if the
dataset has not already been entered by a survey
service, accounting firm, or other evaluation
contractor.

Simple steps for data entry and analysis:

1. Decide on a data coding or transformation
scheme (see Chapter 6).

2. Enter the data in a spreadsheet or database
program.

SN

. Perform descriptive summaries on the data.

. Perform inferential summaries on the data.

SIS

. Perform group comparisons or other higher order
statistical analyses on the data.

After the raw data are entered in a spreadsheet, data
analysis will help you to understand your program
audience and to see relationships, similarities, and
difterences in the evaluation data. Keep the early
data analysis process focused on generating the
results that are of greatest interest to the anticipated
users. Then engage in further exploratory analyses
that may be of interest.

Two major summaries are used to describe and glean
information from evaluation data:

* Descriptive statistics are used to summarize or
describe data. Descriptive statistics include the
frequencies for all of the variables (how often
questions were answered in what way: for example,
75 percent of respondents said...) and the means
(averages) and standard deviations for items
measured with interval variables.

Inferential statistics are used to model patterns
in data or to draw inferences about the larger
population (e.g., from which the sample was
taken), while accounting for randomness and
uncertainty in the data. Inferential tools help with
hypothesis testing, predicting future observations,
describing associations (correlation), or modeling
relationships (regression). Other modeling
techniques include Analysis of Variance, time series
analysis, and data mining. Inferences may only be
extended to the whole population if the sample is
random and representative of that population. (See
glossary for further definitions.)

If you are unsure of how to analyze the data you've
collected, use information available with statistical
software and consult with one or more professionals
who are particularly skilled in that aspect of data
analysis. Common spreadsheet programs (e.g.,
Microsoft Excel and similar) perform most of the
simple descriptive and inferential statistics needed to
summarize evaluation data. This makes it easy to
perform a simple evaluation with an in-house data
analysis plan.
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A survey was performed to assess the effectiveness of the Missouri Stream Team Program, which provides education about stream
ecology and stewardship responsibility through a school-linked stream adoption program. The ANOVA was used to determine the
overall effects of the program and compared students by experience level, rural vs. urban residency, and school affiliation. The results
demonstrated that experienced students showed more positive overall environmental knowledge and attitudes and that the

differences were statistically significant at p<0.05. The evaluation team concluded that the Missouri Stream Team Program has a
positive effect on participant knowledge and attitudes toward the environment.

Source: Brian Roddiger and Janice Schnake Greene, Southwest Missouri State University
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Table 5.1 Types of Higher Order Statistical Analyses and Their Uses

Correlation /
Pearson Coefficient
/ Spearman’s Rank
Coefficient

Correlation is a statistical
measure of how much the
movements of two variables are
coincidentally related.

Interval or ratio
data for two or
more independent
variables.

Correlation does not show
causality, but you can report
the correlation and suggest
further investigation.

Chi-square
(Greek chi: 2)

A statistic used to compare
frequencies of two or more
groups of nominal data.

The chi-square is used to
determine whether a value
deviates from the “expected”
outcome solely by chance.

Categorical data
for two or more
independent
variables.

If two groups are measured

to be supportive of a certain
program, but one group is
slightly more supportive than
the other group, the chi-square
test can tell you whether that
difference is statistically
significant.

Mann-Whitney U /
Wilcoxon rank-sum

This test allows us to say if one
of two sets of independent
observations is significantly larger
by comparing the medians of
the data. These tests are for non-
parametric (non-normal) data.

Ordinal data for
two independent
variables.

Used to analyze randomly
collected data that does not fit
a“normal” (Bell) curve, called
non-parametric data.

Student’s t-test

(provides the “t’
statistic)

A statistical significance test used
to compare differences between
means of two groups.

Means of interval
or ratio data for
two groups.

It can be used to compare
independent samples (e.g., males
vs. females) or on paired data
(i.e., two measurements taken
from the same person, perhaps
before and after an event).

Analysis of Variance
/ Fisher’s ANOVA
/ ANCOVA /
MANOVA (provides
the “F” statistic)

ANOVA tests the statistical
significance of the differences
among the mean scores of three
Or more groups on one or more
variables by splitting the variance
(variability) into different parts.

Means of interval
or ratio data for
two groups.

ANOVA tests the difference
between the means of two or
more groups, so is useful for
comparisons of multiple
groups.

Regression
Analysis / General
Linear Model

A method for investigating and
modeling the relationship
between a dependent variable
and one or more independent
variables. The regression
equation defines a straight line
that approximates the
information in a group of data
points, and shows any trend that
exists among factors.

Continuous data
for two or more
independent
variables. The
general linear

model is a “mixed”

form that allows
the use of both
ordinal and
continuous data.

Any analysis where you wish
to predict a relationship
between variables.
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Discriminant A variation of regression analysis | Categorical data Any analysis where you wish
Analysis or analysis of variance where the | for two or more to predict into which of two

independent
variables.

or more groups an object is
likely to fall. It is often used to
analyze factors contributing to
complex behaviors.

independent variable(s) are
categorical.

Factor Analysis / A multi-variate data reduction Correlations of Factor analysis can be used to

Principle technique that aims to summarize | interval or ratio reduce a broad set of attitude
Components a large number of variables with | data for up to or behavior measures into
Analysis / a small number of factors. The 100 independent | several indices for better
Cluster Analysis analysis is based on a matrix of variables. understanding.

correlations between factors.

\

Reach Coherent Conclusions from
the Evidence

Where’s the Evidence?

As the data analysis progresses, you will begin to
see what evidence has been developed by your
evaluation. Evidence can be defined as the data,
documents, objects, pictures, or verbal statements
that prove or disprove your notions (hypotheses)
about the program. Just like a lawyer in a court of
law, you will use this evidence to build a strong case
for the conclusions and recommendations included
in your report. The manner in which conclusions
should be stated is primarily dependent on the
sampling strategy and sample size employed. For
random sampling, you can generalize about the
population from which the sample(s) were drawn,
but for the other sampling types you can only refer
to the group of respondents (refer to Chapter 3 for a
discussion on sampling design).

At this point, the evaluation team will meet to
discuss the results of the statistical analysis. The goal
is to understand what the results mean in real life
and what this reveals about the program.The best
way to approach this is to summarize each piece of
data analysis in plain language, such as “23 percent of

audience members are over the age of 657;“85
percent of watershed residents say they are willing to
reduce lawn fertilizer use”; or “33 percent of
program participants were able to perform the
necessary skills to cast a lure.”

The task for the evaluation team is to determine
what the key evaluation evidence 1s. More than just
facts, evidence is any information that helps you
answer the evaluation questions that you developed
in Chapter 3. Evidence can take many forms,
including your own experience with the program as
well as the various data collected through the
evaluation tools. Evidence is informative, robust (i.e.,
not open to question), and updated.

Refer to your evaluation plan and Logic Model to
determine which results represent program outputs,
outcomes, or impacts. If the results are not
understood by team members, ask a statistical expert
for assistance with interpretation. They may be able
to determine why you are getting mixed results. You
will also want to ask program staft members (e.g.,
instructors) for their thoughts, as they may know
some details (e.g., weather, participant differences)
that might explain incongruous results or differences
(or lack thereof) in the evaluation results.
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Communicate, Use, and Monitor
Evaluation Results

How can the findings based on qualitative and
quantitative methods be integrated?

¢ Does the evaluation report distinguish
between conclusions based on robust data
and those that are more speculative?

* Where findings are reported, especially those
likely to be considered sensitive, have
appropriate steps been taken to make sure
that promises of confidentiality are met?
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Final report requirements for the Future Fisherman Foundation National Fishing and Boating Education Initiative:
Program Background Information

Unit and Lesson Plans: Include an overall unit plan and daily lesson plans for the fishing or boating unit, including student learning
objectives, materials needed, and methods of assessing student achievement.

Photos of Program Implementation: Pictures are to be labeled with student, teacher, or volunteer names and location. Include
signed photographic release forms for all people included in photographs.

Financial Accounting Report: Include the original program budget and receipts for purchases, and return any money not spent or
accounted for through receipts. Funds up to 10 percent of total budget may be transferred to a different category within your budget
without prior approval. To transfer fund amounts over 10 percent of total budget, you need to receive approval from the Future
Fisherman Foundation.

Assessment: Include the number and grade levels of students who participated in the fishing or boating unit. Include information of
any further student participation in addition to the required classroom time. Include both examples of your classroom assessments
and the results (e.g., “95 percent of students were able to cast into a hula hoop at a distance of 20 feet”). Include anecdotal stories
about how the unit was received by students, parents, and the community.

Source: Future Fisherman Foundation, http://www.futurefisherman.org
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Evaluation Tip

When evaluation results are effectively
communicated, there is a greater chance that
the recommendations will be used to reinforce,
improve, or modify program activities.
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Evaluation Reporting Worksheet
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Case Study: Evaluation of Chesapeake Bay Foundation Programs
An example use of evaluation results for conservation education programs
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Chapter 5 Summary of Best Practices

e Focus your evaluation and reporting on providing useful results to the intended users.
e Use the data analysis process to help you see relationships, similarities, and differences in your data.

e Use outside contractors or partners to provide your organization with specialized data analysis and interpretation expertise, advice, and
assistance.

e Use the evidence to build a strong case for the evaluation conclusions and make recommendations for specific actions of program and
organizational improvement.

¢ Organize, report, and discuss the evaluation report in formats that are best suited for intended users and other key audiences.
e The evaluation report is more likely to be read if it is timely, easy to read, and addresses key evaluation questions.

e Active follow up is often necessary for program managers and administrators to implement report recommendations.

o Monitor the use of evaluation results and the changes that flow from the recommendations.

5-16




Aquatic Education Evaluation Tools

Introduction to Tools

For each tool, you will establish a purpose,
create a timeline, and keep proper
documentation. After you have completed the
evaluation, you will meet with the team to make
any data coding or analysis decisions. The team
members will then examine the evidence to
reach conclusions and recommendations.




A YA

Chapter 6 Aquatic Education Evaluation Tools

Table 6.1 characteristics and Advantages of Evaluation Tools
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Surveys

Surveys are a versatile tool and may be
designed for the planning, formative, or
summative evaluation of all types of aquatic
education programs.
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Researchers evaluated the New York Sportfishing and Aquatic Resources Education Program (SAREP), which was incorporated into
several youth camp programs to promote fishing skills, ethical angling behavior, and aquatic resources stewardship behaviors. Written
pre-program and post-program surveys were administered to the camp youth by counselors to assess knowledge and attitudes of
participants in the program. The survey included questions to determine the level of sportfishing knowledge (10), fish biology and ecology
(8), and awareness of ethical behavior (15) and stewardship behavior (4). The camps returned 127 completed surveys. The overall mean
(average) scores of camp participants significantly increased, with participants showing the most gains in sportfishing knowledge and

biology/ecology knowledge. No significant change was measured in ethical/stewardship behavior awareness scores; however, responses
indicated that youth intended to continue to fish in the future and that “saving the environment” was very important to them. Researchers
concluded that increasing knowledge is one key factor in developing stewardship behavior, but that developing knowledge and practice
of citizenship action skills is more important in encouraging the shift in behavior.

Source: http://www.joe.org/joe/2003february/rb6.shtmi

0000000606606 60000660000

The Roaring Creek Fish Hatchery is located in the Roaring River State Park and is one of the oldest hatcheries in the state of Missouri.
Displays at the hatchery focus on aquaculture and hatcheries, fishing skills, habitat conservation, and development of a land ethic.
Evaluators used two brief surveys to ask exiting visitors about hatchery topics and about the educational displays. The results showed
that visitors taking the tour were more knowledgeable than general visitors and that pamphlets and signs were the most common media
used by visitors to the site. Ideas were gained for program improvement and development of new ideas.

Source: Gregg Krumme and Janice Schnake Greene, Southwest Missouri State University




Evaluation Tools

Interviews are useful for all types of program
evaluation. Most aquatic educators are already
talking to key stakeholders. Create an instant
evaluation by systematizing and documenting
the discussions!
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BoatUS conducted telephone interviews to determine the effectiveness of various media and messages in encouraging the use of
personal flotation devices (PFDs). The sample was a representative selection of participants (boat owners and boat anglers) from four
coastal and inland states. A total of 810 interviews revealed that an overwhelming majority of boaters (95 percent) say they know about
| safe boating and PFDs, and nearly a third (32 percent) have taken a boating safety course. Nearly a quarter of boaters (22 percent)
admitted that they relax their safety practices when they are boating with friends as opposed to family, but most boaters did not change
their behavior with different groups. A huge majority of respondents (95 percent) agreed that PFDs should be worn while boating in bad

weather, but only 55 percent agreed that PFDs should be worn under good conditions. Most respondents said that they use PFDs for the
safety and protection of others (80 percent), while only 14 percent said they wear PFDs in response to media messages. A majority of
boaters had seen ads or information encouraging PFD use. Respondents provided opinions on various scenarios of future PFD advertising
campaigns.

Source: http://www.responsivemanagement.com/download/reports/BOATUS%?20_PFD_Report.pdf
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Brainstorming / Nominal Group Technique
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Example Brainstorming Ranking Table
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An example of brainstorming




Eva I u ah on TO 0 IS Focus Groups may be used for planning,
formative, or summative evaluations. The
technique is best for evaluations assessing
audience needs, attitudes, and motivations.
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touch or do.

¢ Avoid dichotomous (yes/no, either/or)
questions — ask participants to explain how
they think or feel about an issue.

 Focus on only one or two main topics.
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-
_ Citizen Advisory Groups are best used in

planning or formative evaluation for programs
Citizen Advisory Group / Public Workshop that involve a variety of stakeholder groups.
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Case Study: Biomonitoring for Ecological Complexity
An example of citizen advisory role in selecting indicators for stewardship monitoring
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recording behaviors for formative or summative
evaluation of participatory programs, particularly
if an unobtrusive technique is needed.




Sample Field Day Observation Sheet

Location Date Time:
(Make a mark for each occurrence.)

1. Number of people who stopped and looked
at the exhibit:

. Number of people who asked a question:

. Number of people who actively used the
interactive features:

4. Number of people who took brochures:

. Did people seem to struggle to read the
exhibit? U Yes U No

6. Were staff members always available?
U Yes 4 No

COHlIllGIItS, unStiOIlS, pr Wlt‘lllS, notes:
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The National Estuarine Research Reserve Association performed a 2005 evaluation of EstuaryLive, an annual live web-based broadcast
designed for teachers to use in the classroom with students. The evaluation included surveys and student assessments. To enrich the
information received through the other evaluation methods, the team performed classroom observations during the broadcast in several
classrooms around the country. A classroom observation checklist was designed to prompt volunteers to observe certain things about
how the broadcast was presented to students and how technology was used in the classroom. The observations provided in-depth

information about some of the technological problems faced by educators during the broadcast. The results are being used to improve
the application of technology for the interactive broadcast.

Source: Pandion Systems, Inc., www.pandionsystems.com
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planning, formative, or summative evaluations of
programs that include “documents” or have a
long history to examine.
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The researchers performed a review of opinion surveys, Great Lakes curriculum materials, and other education programs in an effort to
identify education needs and opportunities for the area. On the basis of the content analysis, the researchers developed a set of Great
Lakes education literacy goals, a review of existing education materials, and an identification of information and education gaps and

needs. They also identified potential funding partners for Great Lakes ecosystem education programs.

Source: Michaela Zint and Rosanne Fortner, Great Lakes Fisheries and Ecosystems Education Networking Conference, Great Lakes
Fishery Trust
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Zebra mussels are an eastern European species that is now found throughout the Great Lakes, down the St. Lawrence Seaway, along
Ontario’s Trent-Severn Waterway, throughout New York’s Erie Canal-Hudson River, in the Mississippi River and five of its tributaries, and in
at least nine inland lakes and reservoirs. Much of the North American continent is eventually expected to be colonized by the mussels,
which produce colonies that cover nearly every solid surface and were causing over $5 billion in damages in the early 1990s.

Researchers conducted a content analysis to examine the coverage of zebra mussels in newspapers in five major cities, looking at all of
the news items containing the words “zebra mussel” between 1988 and 1993. Zebra mussel coverage was found to be most closely

related to geographic proximity of the infestation. In addition, researchers noted that coverage receded from the news as the shellfish
came closer to the city where the newspaper was published. The weakening of coverage over time was postulated to be a means of
protecting local newspaper circulation by softening bad news, and has the negative impact of leading audiences to believe that local
environmental repercussions are negligible, while environmental problems far from home are more urgent. These results suggest that
aquatic educations should intensify education and outreach efforts to keep critical local environmental issues in the public eye.

Source: Donny Roush and Rosanne Fortner, http://uidaho.worldcat.org/title/newspaper-coverage-of-zebra-mussels-in-north-america-a-
case-of-afghanistanism/oclc/657343151&referer=brief_results
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for summative evaluation of recreation, outdoor
adventure, stewardship, youth development, or
non-formal environmental education programs.
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Iwishlhad .

One question I haveis _ .

My most successful activity was .

I had the most trouble with _____.

| figured out how to solve my problemby .

The resources and people | used to help
were .
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In Mobile and Baldwin counties, Alabama, there are six school aquaculture programs. These programs use hands-on applications to
teach biology, chemistry, physics, math, statistics, water quality, and physiology. Students demonstrate an improved ability to retain and
apply the subject matter. Outside of scholastics, students learn responsibility, teamwork, and self-confidence as they build the systems.

Most schools begin raising tilapia in small recirculating systems. As students and teachers become comfortable, additional species can
be added. Species that have been grown in Alabama include: tilapia, gambusia, cobia, red snapper, rainbow trout, Australian red claw,

pacific white shrimp, and oysters. Program funding comes from grants and donations.

As new programs are established, cross-program interaction is increasing, expanding students’ exposure to different species and
techniques. The future of school-based aquaculture in Alabama will include access to information from other programs, as well as a
central location for teachers to derive ideas and learn from one another.

Source: P.J. Waters, Auburn University Marine Extension and Research Center, Mobile, AL




Stewardship Monitoring is the “ultimate”
tool for formative and summative evaluation of
stewardship program impacts on participants
and the environment.
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The Salmonpeople Campaign works in a watershed for three years to design and implement a stewardship report card based on the
il % unique vision of each community. Community participants follow a design process with five simple steps: (1) community commitment,
' l| (2) coalition building, (3) community asset mapping, (4) a seasonal rhythm of town meetings or “confluences,” and (5) report card design.
[ The report card is central to this effort. It reveals the results of measurable outcomes that community members themselves have
(! selected. Indicators for the report card are drawn from a menu of indicators, such as health of salmon populations, pollution levels,

deforestation, human health, economic prosperity, population, and energy use. Success is partly determined by improvement in the

indicators and by how the stewardship principles are being adopted in policies, programs, and budgets in all sectors of the community,
from town hall to the family unit.

Source: http://www.peterdonaldson.net/Salmonpeople/Campaign/overview.html
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discussion of Longitudinal Change in Chapter 4 for
more details about different tools.

Similar to a longitudinal study, a panel study is an
evaluation where the same group, or panel, of
individuals is repeatedly interviewed over time. A
longitudinal study might also take the more relaxed
form of a series of “snapshots” — either real
photographs or narrative/observational snapshots —
of individuals or a group taken over time. This
technique is often used during the course of a
training program.

Internal Review

Internal review is a useful tool for program evaluation
within an organization. It is often used by training
organizations and manufacturers as part of a quality
improvement process. An internal review would
typically be performed by a committee, but the
review's resulting statements may also be completed
and compiled by individuals or teams within a
program. Internal review information may be
analyzed by an external examiner (often coupled
with a site visit) for additional feedback and
recommendations for program improvement.

Questions that might be answered by an
internal review process include:

* What are the program’s goals and objectives? What
activities were undertaken to meet those goals and
objectives?

* What has gone well with the program? What is the
most successful aspect of the program?

* How has the program changed from what was
originally proposed and what were those changes?
Why did those changes happen and how did those
changes affect the program outcomes?

* Where did the program run into difficulties, and
how did you handle those challenges?

* What would you do difterently in the program

next time?

* What needs to be done right now to improve or
bolster the program?

License Sales Tracking

Tracking of license sales is a common technique for
showing the level of interest in fishing or other
licensed activity in a state. Tracking of sales is a rote
technical activity. Many states use automated fishing
and hunting license sales systems. The systems often
provide computerized, point-of-sale service for
private license vendor locations throughout each

state, as well as telephone and Internet license sales
for individuals. Regular summaries of license sales
are provided by the sales contractor or by the
organization (usually a state agency).

License sales data is a program output, not an
outcome or impact. License sales do not provide an
idea of why people participate in outdoor recreation,
or motivations for that participation. License sales also
do not tell us the participant’s behaviors or levels of
knowledge about the resource. Nevertheless, license
sales may be a better source of information than
aquatic educators might imagine. License sales data
can be mined to provide information about various
subgroups within the larger population. For
example, license sales data may be able to provide
specific demographic information about license
holders, information that can be valuable in
designing or targeting future programs. The data may
also be cross-referenced with market data from other
sources, thus resulting in a rich data-mining
opportunity that can enhance the understanding of
the license “customers.” There is a strong “customer
relations management” opportunity in license sales
data, one that could be used as the basis of designing
customer surveys or other evaluation measures.
Another benefit of license sales programs is that they
provide a ready database of licensed outdoor
recreation participants as a source population for
program evaluation research.

Cost-Benefit Analysis

Cost-Benefit Analysis (CBA) is a relatively simple
and widely used quantitative evaluation technique
that provides information about whether to engage
in program change or improvement. As the name
suggests, the total costs and total benefits of a
program are compared to each other. At its best,
CBA can be an analytical way for society to make
decisions about complicated issues such as education,
health care, transportation, or the environment.

The difficulty with the process is that program costs
are often incurred immediately, while program
benefits may be intangible and received over time.
CBA seeks to translate all relevant considerations
into monetary terms. Cost-benefit analysts seek to
monetize both the costs of regulation e.g., the
money spent to install a water treatment plant) and
the benefits of regulation (e.g., preventing pollution,
preventing disease, and saving human lives). Program
costs can be determined by placing a dollar value on
the resources to plan, implement, and deliver a
program, such as salaries, travel, materials, supplies,
equipment, and facilities. Program benefits are the
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After 14 consecutive years of declining license sales, the Ohio Division of Wildlife joined a special pilot program that combined a
marketing approach with RBFF’s tested and targeted messages. RBFF’s Water Works Wonders/Take Me Fishing ads were already running
in Ohio as part of the national campaign. Based on their license sales and market research, the Division of Wildlife targeted 21
communities that would receive 750,000 copies of their 2001 fishing guide newspaper insert. The fishing guide’s front cover showed the
RBFF advertising. In addition, 60,000 license renewal reminder postcards were mailed directly to lapsed anglers in those same
communities. Ohio also made sure that the images on the postcard reflected the ethnicity of the targeted communities. The target
markets received the message multiple times, not just once or twice. Fishing license sales increased dramatically in the targeted
experimental communities as compared to “control group” communities. In fact, when outreach programs were used, 40,000 more

anglers bought a license in 2001 than in the previous year — a difference that totaled $560,000 in new revenues and a $3.50 return on
investment for every dollar spent on the campaign.

“The RBFF campaign gave us the effective message we needed to use in our targeted marketing effort. The Water Works Wonders
message sold fishing and boating as enhancing the quality of life, and it worked. Here in Ohio, for the first time in 14 years, we
increased by six percent the number of fishing licenses sold in a year. That meant 40,000 more people were out on our waters enjoying
fishing.” — Mike Budzik, Chief, Ohio Department of Natural Resources, Division of Wildlife




analysis of variance — A method for analyzing the
differences in the means of two or more groups of
cases.

assessment — The gathering and scoring of
evidence (both quantitative and qualitative) that
reflects learning or behavioral changes for program
participants, with the purpose of influencing the
learning environment or related programs or
policies.

baseline data — Initial information on a program or
program components collected prior to receipt of
services or participation activities. Used later for
comparing measures that determine changes in a
program.

best practices — Successful innovations or
techniques of top-performing organizations.

bias — A lack of objectivity, fairness, or impartiality
on the part of the assessor or evaluator, often based
on personal preferences and inclinations.

categorical/nominal — Quantitative measurement
whose attributes have no inherent order. Numerals,
labels, or names are assigned to the data such as
gender, race, religious affiliation, political party,
college major, or birthplace.

causality — A relationship between two variables in
which a change in one brings about a change in the
other.

chi-square — A non-parametric test of statistical
significance. Typically, the hypothesis tested with chi
square is whether or not two different samples (of
people, texts, whatever) are different enough in some
characteristic or aspect of their behavior that we can
generalize from our samples that the populations
from which our samples are drawn are also different
in the behavior or characteristic.

cohort studies — A study in which subjects who
share a common characteristic or experience within
a defined time period and/or receive a particular
program are followed over time and compared with
another group that represents the general population
from which the cohort was drawn or subjects who
did not receive the program.

v

coded, coded data — (See coding.)

code — A symbol, either numeric or alphabetic, used
to represent attributes or words (e.g., G3 = Third
Grade, M = Math, TQ = Teacher asks question).

coding —The process of converting information
obtained on a subject or unit into coded values
(typically numeric) for the purpose of data storage,
management, and quantitative analysis. See also,
code.

correlation — A statistical means of showing a
relationship between an intervention and an
outcome. The degree of relationship between two
variables, scores, or assessments.

cost-benefit analysis — An analysis that compares
present values of all benefits less those of related
costs when benefits can be valued in dollars the
same way as costs. A cost-benefit analysis is
performed in order to select the alternative that
maximizes the benefits of a program.

culture of inquiry — A culture of learning that
incorporates an organizational mindset and
atmosphere of openness to asking questions about all
aspects of work, careful consideration of the answers,
a commitment to considering change, and a
willingness to learn.

data analysis — The process of systematically
applying statistical and logical techniques to describe,
summarize, and compare data.

data mining — The science of extracting useful
information from large data sets or databases.

demographic question — A question used in
compiling vital background and social statistics.

demographics — Shared characteristics held in
common by a group, such as age, sex, income,
education, occupation, and geographic dispersion.

descriptive statistics — A statistic used to
summarize or describe a set of samples upon which
observations were made.

ethics — An internal system that determines correct
behavior.



Glossary

evaluation —The systematic collection and scrutiny
of information about the activities, characteristics,
and outcomes of programs to make judgments about
the program, improve program effectiveness, and/or
inform decisions about future programming.

evaluation culture — A culture that accepts the use
of evaluation, understands why the organization uses
evaluation, can design or get advice on design of
necessary evaluations, and uses evaluation,
particularly to support change and development.

evaluation process — All of the steps involved in
planning, executing, and analyzing an evaluation. See
also, Logic Model.

formative evaluation — An evaluation conducted
early in the planning or implementation of a
program. It helps to define the scope of a program,
identify appropriate goals and objectives, test
program ideas and strategies, or provide for program
improvement.

goal —The end toward which the project, program,
organization, or department efforts are directed,
supported by a series of objectives needed to realize
it. A goal tends to be more general than an objective.

hypothesis — The assumed statement that is tested
in a research process. In evaluation research, this
typically involves a prediction that the program or
treatment will cause a specified outcome.

hypothesis testing —The use of statistics to
determine the probability that a given hypothesis is
true.

impact evaluation — Measures the broad and long-
term program effects, such as long-term changes
(intended or unintended) in ecological, social,
economic, or community conditions

impacts — The fundamental intended or unintended
change occurring in organizations, communities, or
systems as a result of program activities.

implementation evaluation — Assessment of
program delivery (a subset of formative evaluation).
See also, process evaluation.

indicators — Key pieces of information that let you
know when your evaluation questions have been
answered.

indirect benefit — Results that are related to a
program, but not its intended objectives or goals.

inferential statistics — A statistic used to describe a
population using information from observations on
only a probability sample from the population. Used
to model patterns in data or to draw inferences
about the larger population from which the sample
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was taken, while accounting for randomness and
uncertainty in the data.

inputs — The resources needed to create and
implement a program including staft, time, money,
materials, equipment, facilities, administrative
approvals, budget authority, agreement with
cooperating agencies, etc.

inquiry minded — (See culture of inquiry.)

Institutional Review Board (IRB) — An
appropriately constituted group that has been
formally designated to review and monitor research
involving human subjects.

institutionalization of evaluation —The act of
making program feedback a part of the
organization’s standard planning and management
practices.

interval/discrete —Values that have all the features
of integers (whole numbers), with equal values
between the numbers. Examples include dates,
temperatures (Celsius or Fahrenheit), IQ scores, and
scores on many social survey questions.

Logic Model — A flow chart that traces how inputs
and activities interact to produce outcomes and
impacts.

longitudinal studies —The study of a particular
individual or group of individuals followed over a
given period to discover changes that may be
attributable to the program.

Mann-Whitney U — A non-parametric statistical
significance test for assessing whether the difference
in medians between two samples of observations is
statistically significant.

mean (average) — A statistic which is calculated by
adding all the scores for one question or test
together and dividing by the total number of tests or
answers. This is less precisely referred to as the
average.

mission — A statement of purpose by which an
organization can measure its success.

model — Describes processes or strategies that are
difficult to understand directly. A model may be a
description, a representation, or an analogy.

median — The statistical mid-point of a group of
answers or test scores.

mode —The most frequent answer or test score. This
is determined through a simple count.

needs assessment — An analysis that studies the
needs of a specific group and presents the results in a
written statement detailing those needs. It also
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identifies the actions required to fulfill these needs,
for the purpose of program development and
implementation.

objectives — Specific results or effects of project,
program, organization, or department activities that
must be achieved in pursuing the ultimate goal(s).
Objectives tend to be more specific than goals.

ordinal/rank — Quantitative measurement whose
attributes are ordered but for which the numerical
differences between adjacent attributes are not
necessarily interpreted as equal. Examples include
the results of a race (without time intervals), and
most measurements in the social sciences, such as
attitudes, preferences, and social class.

organizational learning — (See evaluation
culture.)

outcome evaluation — An evaluation that assesses
the extent to which a program achieves its
outcome-oriented objectives.

outcomes — Measurable results or consequences —
both expected and unexpected — of an activity or
program in meeting its stated goals and objectives,
such as the percentage of participants who gain
some knowledge or skill as a result of the program.

outputs — The quantity of products and services
delivered by an agency or program to the intended
users, such as number of programs, number of
participants, geographic area covered, memberships
acquired, money earned, etc.

pilot test — A pre-test or trial run of a program,
evaluation instrument, or sampling procedure for the
purpose of correcting any problems before it is
implemented or used on a larger scale.

planning evaluation — Evaluation that occurs
before and during the program to get baseline data,
collect input, and develop guidance.

privacy — A person’s privilege to have his or her
information kept confidential and not disclosed to
unauthorized parties without their permission.

process evaluation — Identifies the procedures
undertaken and the decisions made in developing a
program, describes how the program operates, the
services it delivers, and the functions it carries out.
See also, implementation evaluation.

qualitative evaluation — A process involving
detailed, in-depth descriptions of program or
participant characteristics, behaviors, cases, and
settings.

quantitative evaluation — A systematic approach
that attempts to define, measure, and report on the

relationships between various program elements
using numbers.

random sampling — A procedure for sampling
from a population that gives each unit in the
population a known probability of being selected
into the sample.

ratio/continuous/scaled — A level of
measurement which has all the attributes of nominal,
ordinal, and interval measures, and is based on a
“true zero” point. As a result, the difference between
two values or cases may be expressed as a ratio.
Examples include distance, length, temperature
(Kelvin), age, length of residence in a given place,
number of fish caught in a day, or number of events
produced in a year.

raw data — Data collected in the evaluation process
that have not been analyzed.

recommendations — A set of suggestions derived
from the evaluation results.

regression analysis — A method for determining
the association between a dependent variable and
one or more independent variables.

request for proposal (RFP) — A document that
outlines a specific format and requirements for an
outside vendor or contractor to follow in submitting
a proposal to provide the requested services.

sampling design — The sampling procedure used
to produce any type of sample.

scope of work — A document that clearly states the
work that is to be performed.

scoring (of evaluation surveys) —The process of
determining the value of a performance on an
indicator or criterion.

secondary program outcomes — (See
unintended outcomes.)

stakeholders — People who have some sort of a
stake or interest in the program that is being
developed; people that care, are willing to develop a
commitment, and/or are best able to offer input.

standard deviation — A statistical measure of the
dispersion of a sample.

statistic — A number computed from data on one or
more variables.

statistical analysis — Analyzing collected data for
the purposes of summarizing information to make it
more usable and/or making generalizations about a
population based on a sample drawn from that
population.
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This section contains resources that you can use in
planning, designing, and implementing your
evaluation, including books, journals, research, data
sources, and websites.

This section is divided into the following general
categories:

* Top Resources

* More Resources

¢ Evaluation Tools

¢ Stewardship

* License Sales Tracking

» Websites

Top Resources

Evaluating Extension Program Outcomes
University of Tennessee, Institute of Agriculture,
Agricultural Extension Service

Uses Bennett’s Hierarchy to develop planning with
an emphasis on the “right people, right information,
right way” evaluation planning approach.

USFWS Education Program Evaluation
Participant Notebook

U.S. Fish and Wildlife Service National Conservation
Training Center

304-876-7388

This binder has useful sections on planning
(simplified logic model), level of attention (Bennett’s
Hierarchy) and objectives. It includes checklists and
worksheets, descriptions of tools, and literature lists
and resources.

Conducting Program and Project Evaluations:
A Primer for Natural Resource Program
Managers in British Columbia, FORREX
Series 6

FORREX Forest Research Extension Partnership
http://www.forrex.org

Useful and concise information on level of attention,
tools, and resources.

v

How to Conduct Evaluation of

Extension Programs

Michigan State University Extension, Department of
Education and Communication Systems, ANRECS
Center for Evaluative Studies

Includes a chart of appropriate evaluation tools for
various stages of program development, as well as
information on tools and costs.

Water Quality Project Evaluation: A
Handbook for Objective-based Evaluation of
Water Quality Projects, Bulletin 868-98

Ohio State University Extension
http://ohioline.osu.edu/b868/

Information and examples of concise publications,
plus discussions of objectives, barriers, tools, and
interpreting and reporting results.

Monitoring and Evaluation: Some Tools,
Methods, and Approaches

The World Bank
www.worldbank.org/oed/ecd

Compares various tools.

Designing Evaluation for Education Projects
NOAA Office of Education and Sustainable
Development

202-482-2893

Contains useful sections on planning, tools, ethics,

plus an appended chart of tools for specific
audiences.

User-Friendly Handbook for Mixed Method
Evaluations

National Science Foundation Division of Research,
Evaluation, and Communications

Useful in all areas, especially key concepts, planning,
tools, and data analysis, with emphasis on mixed
methods and data triangulation.



Resources

Taking Stock: A Practical Guide to Evaluating
Your Own Programs

Horizon Research, Inc.

Sections on planning, tools, and
interpreting/reporting results.

Measuring the Success of Environmental
Education Programs

Canadian Parks and Wilderness Society and Sierra Club
of Canada BC Chapter

gthomson@cpawscalgary.org

Of particular note is the ripple diagram, planning
checklist, tools for measuring values/behaviors, and
tool samples.

Basic Guide to Program Evaluation
Carter McNamara

http://www.managementhelp.org/evaluatn/fnl_eval.htm

A practical and very concise guide.

CIPP Evaluation Model Checklist (Appendix
in The CIPP Model For Evaluation)

Daniel L. Stufflebeam, Western Michigan University

http://www.wmich.edu/evalctr/archive_checklists/
cippchecklist.htm

Assessing Nonformal Environmental
Education: Unobtrusive Data Collection,
Infosheet #25

EETAP Resource Library

http://eelink.net/eetap/info25.pdf
Description of observation techniques.

Understanding Evaluations of Environmental
Education Programs, Infosheet #12

EETAP Resource Library
http://eelink.net/eetap/info12.pdf

Information for interpreting/reporting results.

W.K. Kellogg Foundation Logic Model
Development Guide, #1209

W.K. Kellogg Foundation
http://ww2.wkkf.org/DesktopModules/ WKE00_D
maSupport/ViewDoc.aspx?fld=PDFFile&CID=281

&ListID=28&ItemID=2813669&LanguagelD=0800
-819-9997
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Proceedings of the Teton Summit for
Program Evaluation in Nonformal
Environmental Education

Ohio State University / leton Science School
http://eric.ed.gov
Covers the “big picture” of evaluation, and includes

short sections on politics and culture of evaluation
and planning.

What Works: A Guide to Environmental
Education and Communication Projects for
Practitioners and Donors (Education for
Sustainability series)

Martha C. Monroe (Academy for Educational
Development and New Society Publishers)

www.aed.org and www.newsociety.com

The editors of this 1999 guide used a series of 41
case studies from around the world to illustrate how
educators have successfully taught people about
natural resources. From non-formal street theater
and games to more formal water conservation
campaigns, these case studies give readers a sense of
the ingenuity and creativity in modern
environmental education practice. Each case study
includes a description of the situation, the project,
and the results, including a highlight of the best
practices of each project. The editors’ introduction
emphasizes the common features that lead to
successful programs. ISBN 0-86571-405-3

Building Evaluation Capacity: 72 Activities for
Teaching and Training

Hallie Preskill and Darlene Russ-Eft (SAGE
Publications)

www.sagepublications.com

ISBN 0-7619-2810-3

EE Toolbox Workshop Resource Manual:
Evaluating Environmental Education
Materials

University of Michigan, School of Natural Resources

W.K. Kellogg Foundation Evaluation
Handbook

W.K. Kellogg Foundation

www.wkkf.org
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Program Evaluation: A Practitioner’s Guide
for Trainers and Educators

Brinkerhoff, R. O., Brethower, D.M., Hluchyj,T",
Nowakowski, J.R. (Evaluation Center Western Michigan
University)

Provides information on the fundamentals of program
evaluation. Takes evaluators through the key steps of
focusing, designing, managing, and evaluation.
Provides examples of applied program evaluation at
the school, state agency and university level.

Evaluation Thesaurus

Michael Scriven (Edgepress)

Provides practical and understandable definitions to
key evaluation terms. The explanations themselves
provide an excellent overview for those engaging in
program evaluation at any level.

ISBN 0-8039-4364-4

More Resources

From Educational Theory to Conservation
Practice (for the IAFWA Summit on
Conservation Education)

The Evaluation Folk School and American University

Uses the Logic Model throughout. What is called
“conservation education” or “CE” in this paper can
be interpreted as “stewardship education” for aquatic
educators.

Educating Young People About Water: A
Guide to Program Planning and Evaluation

U.S. Department of Agriculture, Cooperative State
Research and Extension Service
614-292-6717

Planning and evaluation checklists and resource lists.

Developing and Evaluating EE Programs,
#94-66

Washington State Department of Ecology

Includes worksheets, and good sections on planning
and assessing evaluation needs.

Measuring Progress: An Evaluation Guide for
Ecosystem and Community-Based Projects
University of Michigan, School of Natural Resources &
Environment, Ecosystem Management Initiative
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http://www.snre.umich.edu/emi/evaluation

Contains a section on planning and an evaluation
cycle diagram, and good introductory information.

Footprints: Strategies for Non-Traditional
Program Evaluation

National Science Foundation
http://www.nsf.gov/pubs/1995/nst9541/nsf9541.pdf

Sections on planning and flow, and flow charts p25+.

What Works: Documenting Standard Practices
for Aquatic Resource Education

U.S. Fish and Wildlife Service, Region 5
413-253-8506

Information on standard aquatic education methods
and stewardship concepts, including case studies.

Evaluation: Parks Project Sample, Section III,
How Do We Assess the Informal Education
Component? (In: Community Connections
for Science Education,Volume II, History and
Theory You Can Use)

Ohio State University and National Science Teachers
Association Press

www.nsta.org

Best Practices Workbook for Boating, Fishing,
and Aquatic Resources Stewardship Education

Recreational Boating & Fishing Foundation

www.rbff.org

Evaluation Tools

Case Study Research Description and
Examples

NOAA Coastal Services Center
http://www.csc.noaa.gov/mpass/tools_casestudies.html

Software for Content Analysis (a review)
Audience Dialogue (non-profit)

http://kb.ucla.edu/system/datas/5/original/content
_analysis.pdf
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Qualitative Content Analysis (article in the
online peer-reviewed journal The Forum:
Qualitative Social Research, Volume 1,
Number 2, June 2000)

Philipp Mayring
http://www.qualitative-research.net/fqs-texte/2-
00/2-00mayring-e.htm

Content Analysis Guidebook Online
Cleveland State University

http://academic.csuohio.edu/kneuendort/content

Guidelines for Survey Research Quality

The Council of American Survey Research Organizations
http://www.casro.org/codeofstandards.cfm

Collecting Evaluation Data: Direct
Observation

University of Wisconsin, Cooperative Extension, Program
Development and Evaluation Publications
http://www.uwex.edu/ces/pdande/evaluation/evald
ocs.html

Stewardship

Stewardship Market Research Report
The Recreational Boating & Fishing Foundation

http://www.rbff.org

Stewardship Programs and Evaluation of
Ecosystem Health

The University of Michigan, Ecosystem Management
Initiative

http://www.snre.umich.edu/ecomgt

Measuring Results
CoEvolution Institute
http://www.coevolution.org/measuring.html

Identifies methods to measure the impact on
attitudes and behaviors from informal learning
contexts such as zoos, museums, parks, and other
natural settings.

Lake Stewardship Education

Maine Lakes Conservancy Institute
http://www.mainecola.org/
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The Place-based Education Evaluation
Collaborative

http://www.peecworks.org

Evaluation of environmental literacy programs in
New England.

The Theory and Practice of Aquatic
Stewardship Education (summary of
symposium)

The American Fisheries Society 2005 Annual Meeting
http://www.wdafs.org/ Anchorage2005/program/27
_aquatic_stewardship.htm

License Sales Tracking

Cooperative License Sales Marketing Program
The Recreational Boating & Fishing Foundation

http://www.rbft.org

National License Trends Data

Automated Wildlife Data Systems provides
http://www.nsst.org/PDF/HuntingLicTrends-
NatlR pt.pdf

A system for tracking national license sales, and a
library of information.

National License Trends Data

The American Sportfishing Association
http://www.asafishing.org/statistics/participation/

Industry data and statistics.

Websites

Guidelines for Excellence (National Project
for Excellence in Environmental Education)
North American Association for Environmental Education
http://www.naaee.org/programs-and-
initiatives/guidelines-for-excellence

Planning and Evaluation Resource Center
(PERC)

Innovation Center for Community and Youth
Development, Institute for Applied Research in Youth
Development at Tufts University, Social Policy Research
Associates

http://www.evaluationtools.org
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Good introduction to the evaluation cycle, and links
to many difterent evaluation tools.

Program Development & Evaluation
Tniversity of Wisconsin Extension
http://www.uwex.edu/ces/pdande

Good overview of the logic model, with planning
worksheets and useful articles on evaluation
practices.

Program Evaluation

University of Kentucky Extension Service
http://www.ca.uky.edu/agpsd/evaluate.htm
Southern Region Evaluation Resource

http://www.ca.uky.edu/agpsd/soregion.htm Links
to fact sheets and articles on evaluation topics from
extension services around the country.

Program Evaluation
Penn State University
http://extension.psu.edu/evaluation/

Well-written tip sheets on every evaluation topic
imaginable, from sample size to reaching new
audiences.

Free Management Library for Non-Profits
http://www.managementhelp.org

Useful information on evaluation and other
organizational management topics. See also, the
subsection on evaluation:

http://www.managementhelp.org/evaluatn/evaluatn
htm

The Center for What Works
http://www.whatworks.org

For iIlfOl’Ill’cltiOH on nleasuring program perforlnance

and benchmarks, click on the “Tools & Resources”
link.

Web-based Survey Services
Zoomerang
http://www.zoomerang.com
Survey Monkey
http://www.surveymonkey.com
SurveyKey

http://www.surveykey.com
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These web-based survey services allow for the
design and distribution of surveys through e-mail or
web links. Some of them allow free surveys of up to
50 people.

Organizational Self-Assessment Checklist
The National Endowment for the Arts

http://arts.endow.gov/resources/Lessons/ WAR SHA
WSKI.HTML

Free, helpful for internal evaluations. Can also be
downloaded as an Excel file.

Mixed Method Evaluations (free user-friendly
handbook)

National Science Foundation
http://www.nst.gov/pubs/1997/nst97153/start. htm
PDF version:

http://www.nsf.gov/pubs/2002/nst02057/nst02057
_l.pdf

Self-Assessment Tool
Drucker Foundation Leader to Leader Institute

http://www.leadertoleader.org/tools/sat/index.html

Center for Social Research Methods
Cornell University
http://www.socialresearchmethods.net

Includes information about the planning-evaluation
cycle and social research statistical methods.

American Evaluation Association
16 Sconticut Neck Road, #290,
Fairhaven, MA 02719.

888-232-2275

www.eval.org

Website includes a “find an evaluator” function.
They also have an annual conference and summer
training institute.

Rutgers Cooperative Research and Extension
http://www.rce.rutgers.edu/evaluation

Program evaluation resources, including survey
techniques, sample surveys and evaluation methods.
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